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## Abstract

During evolution, rearrangement events may alter the order and the orientation of the genes in a genome. The problem of finding the minimum sequence of rearrangements that transforms one genome into another is a well-studied problem that finds application in comparative genomics. Representing genomes as permutations, in which genes appear as elements, that problem can be reduced to the combinatorial problem of sorting a permutation using a minimum number of rearrangements. Such combinatorial problem, referred to as rearrangement sorting problem, varies according to the types of rearrangements considered.

In this thesis, we focus on two types of rearrangements: reversals and transpositions. Many variants of the rearrangement sorting problem involving these rearrangements have been tackled in the literature and, for most of them, the best known algorithms are approximations or heuristics. For this reason, we present a tool, called GRAAu, to aid in the evaluation of the results produced by these algorithms. In addition, we present a general heuristic that can be used to improve the solutions provided by any non-optimal algorithm.

Besides presenting GRAAu and the improvement heuristic, which have a more general appeal, we present contributions regarding specific variants of the rearrangement sorting problem. First, we consider the problem of sorting by transpositions and we present experimental and theoretical results regarding three approximation algorithms based on alternative approaches to the cycle graph, which is a standard tool for attacking the rearrangement sorting problem. Then, we turn our attention to variants involving short rearrangements. More precisely, we study five variants: (i) the problem of sorting a signed linear permutation by super short reversals, (ii) the problem of sorting a signed circular permutation by super short reversals, (iii) the problem of sorting a signed linear permutation by short reversals, (iv) the problem of sorting a signed linear permutation by super short rearrangements, and (v) the problem of sorting a signed linear permutation by short rearrangements. We present polynomial-time algorithms for problems (i), (ii) and (iv), a 5 -approximation algorithm for problem (iii), and a 3-approximation algorithm for problem (v). We use the algorithm developed for problem (ii) to reconstruct the phylogeny of Yersinia genomes and compare the result with the phylogenies presented in previous works.

## Resumo

Ao longo da evolução, eventos de rearranjo podem alterar a ordem e a orientação dos genes de um genoma. O problema de calcular a menor sequência de rearranjos que transforma um genoma em outro é um problema bastante estudado que encontra aplicações em genômica comparativa. Representando genomas como permutações, nas quais os genes aparecem como elementos, esse problema pode ser reduzido ao problema combinatório de ordenar uma permutação utilizando o menor número de rearranjos. Tal problema combinatório, referido como problema da ordenação por rearranjo, varia de acordo com os tipos de rearranjo considerados.

Nesta tese, focamos nosso estudo em dois tipos de rearranjo: reversões e transposições. Muitas variações do problema da ordenação por rearranjo que envolvem esses rearranjos têm sido atacadas na literatura e, para a maior parte delas, os melhores algoritmos conhecidos são aproximações ou heurísticas. Em razão disso, apresentamos uma ferramenta, chamada GRAAu, que auxilia a avaliação dos resultados produzidos por esses algoritmos. Além disso, apresentamos uma heurística genérica que pode ser usada para melhorar as soluções produzidas por qualquer algoritmo não exato.

Além de apresentar o GRAAu e a heurística de melhoria, os quais possuem um apelo mais geral, apresentamos contribuições relacionadas à variações específicas do problema da ordenação por rearranjo. Primeiro, consideramos o problema da ordenação por transposições e apresentamos resultados teóricos e práticos relacionados a três algoritmos aproximados baseados em uma abordagem alternativa ao grafo de ciclos, que é uma ferramenta padrão para atacar o problema da ordenação por rearranjo. Depois, voltamos nossa atenção à variações que envolvem rearranjos curtos. Mais precisamente, estudamos cinco variações: (i) o problema de ordenar uma permutação linear com sinal por reversões super curtas, (ii) o problema de ordenar uma permutação circular com sinal por reversões super curtas, (iii) o problema de ordenar uma permutação linear com sinal por reversões curtas, (iv) o problema de ordenar uma permutação linear com sinal por rearranjos super curtos e (v) o problema de ordenar uma permutação linear com sinal por rearranjos curtos. Apresentamos algoritmos polinomiais para os problemas (i), (ii) and (iv), um algoritmo 5-aproximado para o problema (iii) e um algoritmo 3-aproximado para o problema (v). Usamos o algoritmo desenvolvido para o problema (ii) para reconstruir a filogenia de genomas de bactérias do gênero Yersinia e comparamos os resultados com as filogenias apresentadas em trabalhos anteriores.
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## Chapter 1

## Introduction

One of the challenges of modern science is to understand how species evolve. As evolution can be viewed as a branching process, whereby new species arise from changes occurring in living organisms, the study of the evolutionary history of a group of species is commonly made by analyzing trees whose nodes represent species and edges represent evolutionary relationships. Since these relationships are referred to as phylogeny, such trees are called phylogenetic trees.

Phylogenies can be inferred from different kinds of data, from geographic and ecological, through behavioral, morphological, and metabolic, to molecular data, such as DNA. Molecular data have the advantage of being exact and reproducible, at least within experimental error, not to mention fairly easy to obtain [63, Chapter 12]. Distance-based methods form one of the three large groups of methods to infer phylogenetic trees from molecular or sequence data [96, Chapter 5]. Such methods proceed in two steps. First, the evolutionary distance is computed for every sequence pair and this information is stored in a matrix of pairwise distances. Then, a phylogenetic tree is constructed from this matrix using a specific algorithm, such as NeighborJoining 108. Note that, in order to complete the first step, we need some method to estimate the evolutionary distance between a sequence pair. Assuming the sequence data correspond to complete genomes, we can resort to the genome rearrangement approach 54 ] in order to estimate the evolutionary distance.

The genome of an organism is composed of chromosomes, which can be simplistically represented as a set of ordered and oriented genes. A genome rearrangement occurs when one or more chromosomes are broken into segments and rejoined in such a way that the order or the orientation of the genes is changed. Some examples of rearrangements include the following:

- Reversal/Inversion: a segment of a chromosome is reversed in such a way that the order and orientation of the genes within the segment is also reversed;
- Transposition: a segment of a chromosome is moved to a new location in the same chromosome. The orientation of the genes within the segment is not changed;
- Inverted transposition/Transreversal: similar to a transposition, but the orientation of the genes within the segment is changed;
- Translocation: an end segment of one chromosome is exchanged with an end segment of another;
- Fusion: two chromosomes are merged into one;
- Fission: a chromosome is splitted into two;
- Deletion: a segment of a chromosome is lost;
- Duplication: a copy of some chromosome region is inserted in the genome.

We can divide rearrangements into two classes: balanced and imbalanced [66]. The difference between them is that balanced rearrangements preserve the initial set of genes while imbalanced rearrangements do not. Note that the first six rearrangements above are balanced and the last two rearrangements are imbalanced.

Before we proceed, it should be noted that large-scale mutations, such as genome rearrangements, are not the only kind of mutation that affects the DNA: it may also be altered by point mutations. Basically, the DNA can be seen as long sequence of four types of nucleotides (A, T, C, and G). A point mutation changes the DNA by substituting, deleting, or adding one nucleotide. Therefore, one can also estimate the evolutionary distance between a sequence pair resorting to a point mutation approach. For a detailed presentation of this approach, the reader is referred to the book of Lemey, Salemi, and Vandamme [96].

Using the genome rearrangement approach, one estimates the evolutionary distance between two genomes by finding the rearrangement distance between them, which is the length of the shortest sequence of rearrangement operations that transforms one genome into the other. Assuming genomes consist of a single chromosome, share the same set of genes, and contain no duplicated genes, we can represent them as permutations of integers, where each integer corresponds to a gene. If, besides the order, the orientation of the genes is also considered, then each integer has a sign, + or - , and the permutation is called a signed permutation. Similarly, we also refer to a permutation as an unsigned permutation when its elements do not have signs. Moreover, if the genomes are circular, then the permutations are also circular; otherwise, they are linear.

By representing genomes as permutations, the problem of finding the shortest sequence of operations that transforms one genome into another can be reduced to the combinatorial problem of computing the minimum number of operations necessary to transform one permutation into another. By algebraic properties of permutations, this problem can be equivalently stated as the problem of computing the minimum number of operations necessary to transform one permutation into the identity permutation
$(+1+2 \ldots+n)$. This problem is commonly referred to as the permutation sorting problem or as the rearrangement sorting problem.

Depending on the operations allowed to sort a permutation, we have a different variant of the permutation sorting problem. This thesis presents a collection of articles concerning variants that take into account two types of operations: reversals and transpositions. Since each article provides the necessary technical background for understanding its content, the next sections aim to provide a more historical background in order to give the readers a broader perspective. Specifically, Section 1.1 and Section 1.2 give an informal historical overview of the main concepts related to this thesis, whereas Section 1.3 discusses how they have been combined to form a new research field. The last section of this introductory chapter outlines the rest of this thesis.

### 1.1 Permutations and Sorting Problems

According to Smith [112, Chapter 13], the subject of permutations appeared first in China in the I Ching, or Book of Changes. The Hindus have given no attention to the subject until Baskara II took it up on his treatise on mathematics, Lilavati. Permutations started to gather more attention early in the Christian Era [112, Chapter 13]. In that time, there was a close relation between mathematics and the cabala, what "led to the belief in the mysticism of arrangements and hence to the study of permutations and combinations" 112, Chapter 13].

The first time the notion of permutations appeared in a printed book was in Pacioli's Suma, where "he showed how to find the number of permutations of any number of persons sitting at a table" 112, Chapter 13]. Moreover, the first time the word "permutation" appeared in a printed book was in Jacques Bernoulli's Ars Conjectandi 112, Chapter 13].

As we have seen so far, the concept of permutation denoted basically an arrangements of elements, therefore it was closely related to the theory of combinations. However, as Kiernan 85 pointed out, permutations were crucial to the evolution of algebra in the 18th century. In his paper "Réflexions sur la résolution algébrique des équations", Joseph-Louis Lagrange gave a significant contribution to the problem of the solution of equations by radicals. He observed that important properties of an equation can be deduced by examining the effect produced by permutations of its roots [85]. Nevertheless, he was neither able to give a solution to equations of fifth degree (or higher) nor able to present a proof that no solution exist. Building upon Lagrange's work, Paolo Ruffini and Niels Henrik Abel succeeded in proving that no solution exist, although Ruffini's contemporaries disputed the conclusiveness of his results 85. Ultimately, Évariste Galois gave the necessary and sufficient conditions for solving an equation by radicals [85].

Augustin-Louis Cauchy was the first to define a permutation as a bijective function
from a set to itself. Moreover, he introduced the two-row notation for permutations and many important terms, still in use today [85. For this reason, we can attribute to him the study of permutations as a subject in its own right, giving rise to the theory of permutations (and subsequently to the group theory). Since then, many mathematicians have devoted their time to develop it. In particular, we would like to cite one of them: Arthur Cayley. To the best of our knowledge, the first solution to a permutation sorting problem was due to him. His paper "Note on the Theory of Permutations" 24] shows how to derive the minimum number of two-element swaps necessary to transform a given permutation into the identity permutation (referred by him as primitive arrangement). It is also due to him [25] a fundamental tool in group theory: the Cayley graph.

Generally speaking, a group is a structure consisting of a set of elements together with a binary operation, called the group operation. Moreover, a permutation group is a group whose elements are permutations and whose group operation is the product (or composition) of permutations. Given a permutation group $G$ and a set $S$ of group elements belonging to $G$, the Cayley graph $\Gamma(G, S)$ associated with $G$ and $S$ is the graph whose vertices are the elements of $G$ and whose edges connect two vertices such that the corresponding elements can be obtained from one another using an element of $S$. Usually, the Cayley graph is assumed to be a connected undirected graph by considering that: (i) $S$ is a set of generators of $G$, that is, every permutation in $G$ can be obtained by composing the permutations in $S$; and (ii) if a permutation belongs to $S$, then its inverse also does. For instance, Figure 1.1 illustrates the Cayley graph $\Gamma(G, S)$ where $G$ is the set of all permutations on 4 elements and $S$ corresponds to the three different ways of swapping the first element of a permutation with any other element.

It is important to note that Cayley [24] did not formulate the problem as a permutation sorting problem. In fact, such formulation is characteristic of the genome rearrangement literature. Before that, the problem was generally formulated as a minimum factorization problem, that is, given a set of generators and a single target permutation, the problem is to find the minimum-length generator sequence whose product is the target permutation. If the set of generators is part of the problem instance, then Even and Goldreich 51] have proved that the problem is NP-hard and Jerrum [80] has proved that the problem is PSPACE-complete. These two results explain why we study permutation sorting problems in a "variant-oriented" fashion: there is little hope that a general efficient solution can be found.

Another problem inspired by the notion that a permutation can be represented as a product of generators is the group diameter problem [7,45]: given a set $S$ of generators of a permutation group $G$, find the length of the longest product of generators required to reach a group element. Note that this problem can be equivalently formulated as the problem of finding the diameter of the Cayley graph $\Gamma(G, S)$ [6]. Diameter problems are also studied in the genome rearrangement literature. For a historical development
of this and other problems on Cayley graphs, the interested reader is referred to the survey by Konstantinova 87.


Figure 1.1: The Cayley graph $\Gamma(G, S)$ where $G$ is the set of all permutations on 4 elements and $S$ corresponds to the three different ways of swapping the first element of a permutation with any other element. This figure is based on a picture by Labarre 89, Figure 5.2].

### 1.2 Evolution and Genome Rearrangement

In the introduction of this thesis, we stated that evolution can be viewed as a branching process, whereby new species arise from changes occurring in living organisms. This concept dates back to Charles Darwin. In the introduction of his On the Origin of Species [34], Darwin writes:

Although much remains obscure, and will long remain obscure, I can entertain no doubt, after the most deliberate study and dispassionate judgment of which I am capable, that the view which most naturalists entertain, and which I formerly entertained - namely, that each species has been independently created - is erroneous. I am fully convinced that species are
not immutable; but that those belonging to what are called the same genera are lineal descendants of some other and generally extinct species, in the same manner as the acknowledged varieties of any one species are the descendants of that species.

Although Darwin's evolutionary theory gained scientific acceptance when it was published, it faced some difficulties. The most serious of them, according to Ayala [5], was the lack of an adequate theory of inheritance to account for the variations between and within the species. Coincidentally, about the time Darwin's On the Origin of Species was published, Gregor Mendel published a paper which formulated the basic laws of inheritance [5]. This work, however, was not known to Darwin.

The connection between Darwin's evolutionary theory and Mendel's theory of heredity was only made in the 1920s and 1930s through the work of several geneticists, giving rise to the Synthetic Theory of Evolution, also known as the Modern Synthesis of Evolutionary Theory [5]. A key author of this theory was Theodosius Dobzhansky. Among other things, Dobzhansky's Genetics and the Origin of Species [43 helped to popularize the synthetic theory to other biologists.

Another important early pioneer in genetic research was Alfred Sturtevant. Among his contributions to the field are the first genetic map 113] (i.e. an ordering of genes within a chromosome) and the discovery of rearrangements in Drosophila 114. The essence of these contributions, namely the fact that genes are linearly arranged in the chromosome and that this arrangement can change by the occurrence of chromosomal mutations, laid out the idea of using the degree of disorder between the arrangement of genes as an estimate of the evolutionary distance between species. Sturtevant and Dobzhansky [115] were the first to employ it in order to perform the phylogenetic analysis of Drosophila. More specifically, they have constructed a phylogeny of different strains of Drosophila pseudoobscura using a rearrangement scenario consisting of reversals. In a posterior work [44, they write:

The linear arrangement of genes within chromosomes is constant from generation to generation in each line of descent. The degree of this stability is comparable to that of the gene structure; genes change by mutation, chromosomes change by the occurrence of chromosomal aberrations. Strains and races of the same species, as well as distinct species, may differ in gene arrangement....

In the present article we shall report the results of comparisons of the gene arrangement in the chromosomes of strains of D. pseudoobscura coming from different geographical regions.... Moreover, as pointed out in our preliminary communication..., a comparison of the different gene arrangements in the same chromosome may, in certain cases, throw light on the historical relationships of these structures, and consequently on the history of the species as a whole.

According to Fertin et al. [54, a number of studies proposed rearrangement scenarios to explain chromosomal differences between relatively close species. Moreover, these studies were based on the parsimony principle, which tells one to choose scenarios involving as few rearrangements as possible. As observed by Fertin et al. [54], "this principle make the connection with combinatorial optimization possible, because optimization principle meets the parsimony criterion".

### 1.3 The Marriage Between Permutations and Genome Rearrangement

One can say that a first encounter between permutations and genome rearrangements occurred in the work of Sturtevant and Novitski 116. In this article, they write:

With the help of Prof. Morgan Ward, a beginning has been made in the study of the mathematical consequences of successive inversions. Complete catalogs have been prepared, showing all the possible different arrangements of $2,3,4,5$, and 6 loci, respectively, together with the minimum number of successive inversions required to change each arrangement into a single arbitrarily chosen one. Actually, numbers were used, and the required arbitrary sequence was the ordinal one ( $1,2,3,4$, etc.).

The engagement started with the work of Watterson et al. [126]. In this article, they introduced the chromosome inversion problem, which consists in finding the minimum number of inversions necessary to transform a chromosome into another. They also provided some heuristics which yield upper and lower bounds to the problem. Finally, the marriage was consummated in the work of Kececioglu and Sankoff [84]. In this article, they explicitly modeled chromosomes as permutations and restated the chromosome inversion problem as the problem of sorting by reversals. Moreover, they provided a 2-approximation algorithm and a branch-and-bound exact algorithm for the problem.

Numerous works have been spawned from the marriage of permutations and genome rearrangements, some of which will be reviewed in the next chapters (for an extensive and detailed survey, the reader is referred to the book of Fertin et al. [54]). Among these works, we can find a number of doctoral theses, such as the ones of Hannenhalli [70], Vergara [121], Christie [30], Walter [122, Bourque [18], Dias [40], Eriksen [49], Hausen [75], Alekseyev [2], Mira [102], Labarre [89], Braga [19], Swenson [117], Ozery-Flato [105], Baudet [11], Bernt [16], Dias [35], Feijão [52], Kováč [88], and Bulteau 20 .

We close this section by noting that the relationship between permutations and genome rearrangements is not exclusive. On the one hand, we have that permutation sorting problems find application in other fields, such as interconnection network design [1, 91], evaluation of OCR zoning [83, 93], and search landscape analysis [109].

On the other hand, permutations do not constitute the only model for genomes: other, somewhat more general, models have been proposed, such as strings [54, Chapter 7], graphs [54, Chapter 10], and collections of sets of genes [54, Chapter 12]. In fact, even the rearrangement operations have been generalized with concepts like double-cut-and-join [128], single-cut-or-join [53], and $k$-break rearrangements [3].

### 1.4 Contributions and Organization

This thesis consists of a collection of five articles that were published in peer-reviewed journals and conference proceedings in the course of the PhD. Specifically, each one of the next five chapters corresponds to one of these articles, while the last chapter concludes the thesis. The following paragraphs summarize the contents of each chapter (except the last), highlighting the main contributions.

Chapter 2 corresponds to an article [60] published in ACM Journal of Experimental Algorithmics. In this chapter, we present a tool, called GRAAu, to audit algorithms for permutation sorting problems. The audit consists in comparing, for all permutations of up to a given size, the distance outputted by a given algorithm with the related rearrangement distance, and then producing statistics that can be used to analyze the performance of this algorithm. We also present tightness results for some approximation algorithms regarding two variants of the permutation sorting problem: the problem of sorting by prefix reversals and the problem of sorting by prefix transpositions. The vast majority of the results presented in this chapter were also presented in the Master's thesis [56] of the author. For this reason, the importance of Chapter 2 is more related to the fact that it serves as a prelude to the other chapters (for instance, Section 2.2 introduces the basic concepts used throughout this thesis and provides a literature review of several variants of the permutation sorting problem) than to the originality of its content.

Chapter 3 corresponds to an article [39] published in Journal of Bioinformatics and Computational Biology. In this chapter, we present a general heuristic for permutation sorting problems. This heuristic is an improvement heuristic, that is, instead of producing solutions, it tries to improve the ones provided by other (non-optimal) algorithms. To evaluate the heuristic, we applied it to the solutions provided by 23 approximation algorithms regarding 9 variants of the permutation sorting problem that consider reversals or transpositions.

Chapter 4 corresponds to an article 62 published in Journal of Universal Computer Science. The best known algorithms for the problem of sorting by transpositions are based on a standard tool for tackling permutation sorting problems, the cycle graph. In an attempt to bypass it, a few researches proposed algorithms based on alternative tools. In Chapter 4, we address three of these algorithms: a 2.25 -approximation algorithm proposed by Walter, Dias, and Meidanis [124], a 3-approximation algorithm proposed by Benoît-Gagné and Hamel [14], and a heuristic proposed by

Guyer, Heath, and Vergara [69]. On the theoretical side, we close a missing gap on the proof of the approximation ratio of Benoît-Gagné and Hamel's algorithm [14] and we demonstrate a way to run their algorithm in $O(n \log n)$ time. Moreover, we propose a minor adaptation to Guyer, Heath, and Vergara's heuristic 69] that allow us to prove an approximation bound of 3. On the evaluation side, we present experimental data indicating that Walter, Dias, and Meidanis' algorithm [124] is the best of the algorithms based on alternative approaches and that it is the only one comparable to the algorithms based on the cycle graph.

Chapter 5 corresponds to an article [61] published in Algorithms for Molecular Biology. In this chapter, we introduce four new variants of the permutations sorting problem: (i) the problem of sorting a signed permutation by reversals of length at most 2; (ii) the problem of sorting a signed permutation by reversals of length at most 3 ; (iii) the problem of sorting a signed permutation by reversals and transpositions of length at most 2; and (iv) the problem of sorting a signed permutation by reversals and transpositions of length at most 3. We present polynomial-time algorithms for problems (i) and (iii), a 5-approximation for problem (ii), and a 3-approximation for problem (iv). Moreover, we show that the expected approximation ratio of the 5approximation algorithm is not greater than 3 for random signed permutations with more than 12 elements. Finally, we present experimental results that show that the approximation ratios of the approximation algorithms cannot be smaller than 3. In particular, this means that the approximation ratio of the 3-approximation algorithm is tight.

Chapter 6 corresponds to an article [57] published in the proceedings of the 11th International Symposium on Bioinformatics Research and Applications. In this chapter, we consider the problem of sorting a signed circular permutation by reversals of length at most 2 and present a polynomial-time algorithm for solving it. We also perform an experiment for inferring distances and phylogenies for published Yersinia genomes and compare the results with the phylogenies presented in previous works.

## Chapter 2

## An Audit Tool for Genome Rearrangement Algorithms


#### Abstract

We consider the combinatorial problem of sorting a permutation using a minimum number of rearrangement events, which finds application in the estimation of evolutionary distance between species. Many variants of this problem, which we generically refer to as the rearrangement sorting problem, have been tackled in the literature, and for most of them, the best known algorithms are approximations or heuristics. In this article, we present a tool, called GRAAu, to aid in the evaluation of the results produced by these algorithms. To illustrate its application, we use GRAAu to evaluate the results of four approximation algorithms regarding two variants of the rearrangement sorting problem: the problem of sorting by prefix reversals and the problem of sorting by prefix transpositions. As a result, we show that the approximation ratios of three algorithms are tight and conjecture that the approximation ratio of the remaining one is also tight.


[^1]
### 2.1 Introduction

One of the problems faced by biologists is how to estimate the evolutionary distance between species. A well-accepted approach for treating this problem is the genome rearrangement approach. It proposes to estimate the evolutionary distance between two species using the rearrangement distance between their genomes, which is the length of the shortest sequence of genome-wide mutations, called rearrangement events, that transforms one genome into the other. The problem of finding this sequence is called the pairwise genome rearrangement problem.

Representing genomes as permutations, in which genes appear as elements, the pairwise genome rearrangement problem can be equivalently stated as a combinatorial problem of sorting a permutation using a minimum number of rearrangement events, which is called the rearrangement sorting problem (see Section 2.2 .2 for details). This problem varies according to the types of rearrangement events under consideration. Here, we focus on variants considering two types of events: reversals and transpositions. It is known that finding optimal solutions for these variants is difficult; therefore, most of the proposed algorithms - which we denominate generically as genome rearrangement algorithms - are approximations or heuristics (see Section 2.2 .3 for details). To analyze these algorithms in practice, researchers often perform what we refer to as audit. Basically, it consists in comparing, for a great number of small problem instances, the distance output by a genome rearrangement algorithm to the related rearrangement distance. The process of auditing an algorithm consumes a considerable amount of time and effort, so we decided to build a tool to aid it. This tool was named GRAAu, which is an acronym for Genome Rearrangement Algorithm Auditor.

In addition to GRAAu, we present an exact algorithm for computing rearrangement distances that is more efficient in terms of memory than any algorithm we have found in literature. Additionally, we present conjectures on how the rearrangement distance are distributed and validate them regarding their maximum value, which is the greatest value that the rearrangement distance of a permutation can reach considering all permutations with the same number of elements. Finally, we use GRAAu to evaluate four genome rearrangement algorithms - two approximation algorithms for the problem of sorting by prefix reversals and two approximation algorithms for the problem of sorting by prefix transpositions - and we provide tight examples for three of them, which were obtained through an analysis of the audit results produced by GRAAu.

The rest of this article is organized as follows. Section 2.2 gives basic definitions and notation of the article. In Section 2.3., we describe the approach used to compute the rearrangement distances of the greatest number of permutations we could. Using this approach, we have computed the rearrangement distances of small permutations regarding 10 rearrangement models considered in the literature, and in Section 2.3.2 we present their distribution. In Section 2.3.3, we give a general description on how

GRAAu works. Finally, in Section 2.4, we show the results we have obtained by auditing four approximation algorithms for solving two variants of the rearrangement sorting problem: the problem of sorting by prefix reversals and the problem of sorting by prefix transpositions.

### 2.2 Background

In this section, we introduce the basic concepts used in this article and provide a brief literature review of the rearrangement sorting problem. Most of this section is based on the book of Fertin et al. [54], which we consider the main reference in the field of genome rearrangements.

### 2.2.1 Modeling Genomes and Rearrangement Events

In genome rearrangement literature, one can find many approaches to model genomes. Basically, the difference between them are the assumptions made on the genomes. Assuming they consist of a single linear chromosome, share the same set of genes, and contain no duplicated genes, we can model them as permutations of integers, where each integer corresponds to a gene. If the orientation of the genes is known, then each integer has a sign, + or - , indicating its orientation.

An unsigned permutation $\pi$ is a bijection over the set $\{1,2, \ldots, n\}$. A classical notation used in combinatorics for denoting an unsigned permutation $\pi$ is the two-row notation

$$
\pi=\left(\begin{array}{cccc}
1 & 2 & \ldots & n \\
\pi_{1} & \pi_{2} & \ldots & \pi_{n}
\end{array}\right)
$$

where $\pi_{i} \in\{1,2, \ldots, n\}$ for $1 \leq i \leq n$. It indicates that the image of element $i \in$ $\{1,2, \ldots, n\}$ is $\pi_{i}$ or, in other words, $\pi(1)=\pi_{1}, \pi(2)=\pi_{2}, \ldots, \pi(n)=\pi_{n}$. The notation used in genome rearrangement literature, which is the one we will adopt, is the one-row notation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. We say that $\pi$ has size $n$.

A signed permutation $\pi$ is a bijection over the set $\{-n, \ldots,-2,-1,1,2, \ldots, n\}$. Its two-row notation is

$$
\pi=\left(\begin{array}{cccccccc}
-n & \ldots & -2 & -1 & 1 & 2 & \ldots & n \\
-\pi_{n} & \ldots & -\pi_{2} & -\pi_{1} & \pi_{1} & \pi_{2} & \ldots & \pi_{n}
\end{array}\right)
$$

$\pi_{i} \in\{1,2, \ldots, n\}$ for $1 \leq i \leq n$. In one-row notation, we drop the mapping of the negative elements since $\pi(-i)=-\pi(i)$ for all $i \in\{1,2, \ldots, n\}$, and we also write $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. By abuse of notation, we say that $\pi$ has size $n$. This way, we can handle permutations in a unified way, making distinctions between signed and unsigned permutations when necessary.

The composition of permutations $\pi$ and $\sigma$, denoted by $\pi \circ \sigma$, results in the permutation $\gamma$ such that $\gamma(i)=\pi(\sigma(i))$. In other words, $\gamma=\left(\pi_{\sigma_{1}} \pi_{\sigma_{2}} \ldots \pi_{\sigma_{n}}\right)$. Such an
operation allows us to model not only genomes as permutations, but also rearrangement events, in such a way that a rearrangement event $\rho$ transforms a genome $\pi$ into the genome $\pi \circ \rho$. In Section 2.2 .3 we define the rearrangement events that will be regarded in this work.

The composition operation induces a group structure on the set of all permutations of a given size. The group formed by all unsigned permutations of size $n$ with $\circ$ is called symmetric group and is denoted by $S_{n}$. The group formed by all signed permutations of size $n$ with $\circ$ is called hyperoctahedral group and is denoted by $S_{n}^{ \pm}$.

Let $G$ be a subset of $S_{n}\left(S_{n}^{ \pm}\right)$such that any permutation in $S_{n}\left(S_{n}^{ \pm}\right)$can be obtained by the composition of the permutations in $G$. The permutations belonging to $G$ are said to be generators of $S_{n}\left(S_{n}^{ \pm}\right)$. Moreover, if $\pi^{-1} \in G$ for all $\pi \in G$, then we say that $G$ is symmetric. A set $M$ formed by generators of $S_{n}\left(S_{n}^{ \pm}\right)$is called a rearrangement model if all generators belonging to $M$ model rearrangement events and $M$ is symmetric.

### 2.2.2 Pairwise Genome Rearrangement Problem and Sorting

The pairwise genome rearrangement problem on permutations can be formulated as follows. Given two permutations $\pi$ and $\sigma$, find the shortest sequence of generators $\rho_{1}$, $\rho_{2}, \ldots, \rho_{t}$ belonging to a rearrangement model $M$ such that $\pi \circ \rho_{1} \circ \rho_{2} \circ \cdots \circ \rho_{t}=$ $\sigma$. The length of this sequence is the rearrangement distance between $\pi$ and $\sigma$ with respect to $M$, denoted by $d_{M}(\pi, \sigma)$. Since $M$ is symmetric, we have that $d_{M}(\pi, \sigma)=$ $d_{M}(\sigma, \pi)$ because

$$
\pi \circ \rho_{1} \circ \rho_{2} \circ \cdots \circ \rho_{t}=\sigma \Longleftrightarrow \sigma \circ \rho_{t}^{-1} \circ \rho_{t-1}^{-1} \circ \cdots \circ \rho_{1}^{-1}=\pi
$$

The problem of sorting a permutation by means of a minimum number of rearrangement events, which we generically refer to as the rearrangement sorting problem, is formally defined as follows. Given a permutation $\gamma$, find the minimum-length sequence of generators $\rho_{1}, \rho_{2}, \ldots, \rho_{t}$ belonging to a rearrangement model $M$ such that $\gamma \circ \rho_{1} \circ \rho_{2} \circ \cdots \circ \rho_{t}=\iota$.

Note that rearrangement distance between permutations $\pi$ and $\sigma$ with respect to $M$ is equal to the rearrangement distance between permutations $\sigma^{-1} \circ \pi$ and $\iota$ with respect to $M$ because

$$
\pi \circ \rho_{1} \circ \rho_{2} \circ \cdots \circ \rho_{t}=\sigma \Longleftrightarrow\left(\sigma^{-1} \circ \pi\right) \circ \rho_{1} \circ \rho_{2} \circ \cdots \circ \rho_{t}=\iota .
$$

It implies that we can reduce the pairwise genome rearrangement problem to the rearrangement sorting problem. As well, for simplicity's sake, we define the rearrangement distance of a permutation $\pi$ with respect to $M$, denoted by $d_{M}(\pi)$, as the rearrangement distance between $\pi$ and $\iota$ with respect to $M$, that is, $d_{M}(\pi)=d_{M}(\pi$, ८).

When we defined the rearrangement sorting problem, we have fixed the rearrangement model beforehand. This means that depending on the rearrangement model
being considered, we have a different variant of the rearrangement sorting problem. The next section gives an overview of some variants that are relevant to this work.

### 2.2.3 Variants of the Rearrangement Sorting Problem

In this section, we provide a brief literature review of variants of the rearrangement sorting problem that will be treated in more detail in this article. Although some of these variants were not originally motivated by genome rearrangements, and in fact have little biological relevance, they have been swallowed by the field and now are presented as genome rearrangement problems [54].

A reversal $r(i, j), 1 \leq i \leq j \leq n$, is a rearrangement event that transforms an unsigned permutation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1} \underline{\left.\pi_{i} \pi_{i+1} \ldots \pi_{j-1} \pi_{j} \pi_{j+1} \ldots \pi_{n}\right) \text { into the }{ }^{2} \ldots}\right.$ unsigned permutation $\pi \circ r(i, j)=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1} \pi_{j} \pi_{j-1} \ldots \pi_{i+1} \pi_{i} \pi_{j+1} \ldots \pi_{n}\right)$. In other words, $r(i, j)$ is the unsigned permutation $(12 \ldots i-1 j j-1 \ldots i+1 i j+1$ $\ldots n)$.

The variant of the rearrangement sorting problem that considers a rearrangement model composed only by reversals is called problem of sorting by reversals. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as reversal distance. Caprara [23] has shown that the problem of sorting by reversals is NP-hard. Watterson et al. [126] were the first to present an approximation algorithm for this problem, which is a $\frac{n-1}{2}$-approximation. Kececioglu and Sankoff [84] were the first to present an approximation algorithm with constant factor; they have presented a 2-approximation algorithm. The best known result was presented by Berman, Hannenhalli, and Karpinski [15], which is a 1.375-approximation algorithm.

A prefix reversal $\operatorname{pr}(i), 2 \leq i \leq n$, is a rearrangement event equivalent to the reversal $r(1, i)$. The variant of the rearrangement sorting problem that considers a rearrangement model composed only by prefix reversals is called the problem of sorting by prefix reversals. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as prefix reversal distance. The problem of sorting by prefix reversals is also known as the pancake sorting problem and was introduced by Dweighter [46]. Bulteau et al. [21] proved that this problem is NP-hard, and the best known approximation algorithm for solving it was developed by Fischer and Ginzinger [55]. Such algorithm is a 2-approximation. Williams 127 has considered the problem of unsorting permutations by prefix reversals - that is, the problem of exploring all permutations generated by prefix reversals. He has presented a new data structure, called boustrophedon linked list, which allows substrings of any length to be reversed in constant time. In particular, this data structure can be used to perform a prefix reversal $\operatorname{pr}(i)$ in $O(1)$-time instead of $O(i)$-time.

A signed reversal $\operatorname{sr}(i, j), 1 \leq i \leq j \leq n$, is a rearrangement event that transforms a signed permutation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1} \underline{\pi_{i} \pi_{i+1} \ldots \pi_{j-1} \pi_{j}} \pi_{j+1} \ldots \pi_{n}\right)$ into the
signed permutation $\pi \circ s r(i, j)=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1}-\pi_{j}-\pi_{j-1} \ldots-\pi_{i+1}-\pi_{i} \pi_{j+1} \ldots\right.$ $\pi_{n}$ ). In other words, $\operatorname{sr}(i, j)$ is the signed permutation $(12 \ldots i-1-j-(j-1) \ldots$ $-(i+1)-i j+1 \ldots n)$.

The variant of the rearrangement sorting problem that considers a rearrangement model composed only by signed reversals is called the problem of sorting by signed reversals. In addition, the rearrangement distance of a signed permutation with respect to that rearrangement model is referred to as signed reversal distance. Hannenhalli and Pevzner [71] were the first to solve the problem of sorting by signed reversals, presenting an optimal algorithm that runs in $O\left(n^{4}\right)$ time. Some refinements had been made in this algorithm over the years until Tannier et al. [119] presented an algorithm that runs in $O\left(n^{\frac{3}{2}} \sqrt{\log n}\right)$ time. Bader et al. 8] have shown how to compute the signed reversal distance (without obtaining the signed reversal sequence) in linear time.

A signed prefix reversal $\operatorname{spr}(i), 1 \leq i \leq n$, is a rearrangement event equivalent to the signed reversal $\operatorname{sr}(1, i)$. The variant of the rearrangement sorting problem that considers a rearrangement model composed only by signed prefix reversals is called the problem of sorting by signed prefix reversals. In addition, the rearrangement distance of a signed permutation with respect to that rearrangement model is referred to as signed prefix reversal distance. The problem of sorting by signed prefix reversals is also known as the burnt pancake sorting problem and was introduced by Cohen and Blum [31]. The best known approximation algorithm for solving this problem is a 2-approximation developed by them. The complexity of the problem is unknown.

A transposition $t(i, j, k), 1 \leq i<j<k \leq n+1$, is a rearrangement event that transforms a permutation $\pi=\left(\pi_{1} \ldots \pi_{i-1} \pi_{i} \ldots \pi_{j-1} \pi_{j} \ldots \pi_{k-1} \pi_{k} \ldots \pi_{n}\right)$ into the permutation $\pi \circ t(i, j, k)=\left(\pi_{1} \ldots \pi_{i-1} \pi_{j} \ldots \pi_{k-1} \pi_{i} \ldots \pi_{j-1} \pi_{k} \ldots \pi_{n}\right)$. In other words, $t(i, j, k)$ is the permutation ( $12 \ldots i-1 j j-1 \ldots k-1 i \ldots j-1 k \ldots n$ ).

The variant of the rearrangement sorting problem that considers a rearrangement model composed only by transpositions is called the problem of sorting by transpositions. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as transposition distance. Bulteau et al. [22] have proved that the problem of sorting by transpositions is NP-hard. Bafna and Pevzner [10] were the first to present approximation algorithms for this problem, and the best one had a 1.5 approximation factor. The best known result was presented by Elias and Hartman [48], which is a 1.375 -approximation algorithm.

A prefix transposition $p t(i, j), 2 \leq i<j \leq n$, is a rearrangement event equivalent to the transposition $t(1, i, j)$. The variant of the rearrangement sorting problem that considers a rearrangement model composed only by prefix transpositions is called the problem of sorting by prefix transpositions. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as prefix transposition distance. This problem was introduced by Dias and Meidanis [42, and the best known approximation algorithm for solving it is a 2-approximation
developed by them. The complexity of the problem is unknown.
The variant of the rearrangement sorting problem that considers a rearrangement model composed by reversals and transpositions is called the problem of sorting by reversals and transpositions. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as reversal and transposition distance. Walter et al. [123] were the first to present an approximation algorithm for this problem, which is a 3-approximation algorithm. Rahman et al. [107] have presented a $2 k$-approximation algorithm where $k$ is the approximation ratio of the algorithm used for cycle decomposition. For the best known value of $k$ at the time of publication, the approximation ratio was $2.8386+\delta$ for any $\delta>0$. The complexity of the problem is unknown.

The variant of the rearrangement sorting problem that considers a rearrangement model composed by signed reversals and transpositions is called the problem of sorting by signed reversals and transpositions. In addition, the rearrangement distance of a signed permutation with respect to that rearrangement model is referred to as signed reversal and transposition distance. Walter et al. 123 have presented a 2approximation algorithm for this problem, and this has been the best known result. The complexity of the problem is unknown.

The variant of the rearrangement sorting problem that considers a rearrangement model composed by prefix reversals and prefix transpositions is called the problem of sorting by prefix reversals and prefix transpositions. In addition, the rearrangement distance of an unsigned permutation with respect to that rearrangement model is referred to as prefix reversal and prefix transposition distance. Sharmin et al. [111] have presented 3 -approximation algorithm for this problem, and this has been the best known result. The complexity of the problem is unknown.

Some researchers also considered a further type of rearrangement event, called reversal+transposition or transreversal. A signed transreversal of type A $t_{a}(i, j, k)$, $1 \leq i<j<k \leq n+1$, is a rearrangement event that transforms a signed permutation $\pi$ into the signed permutation $\pi \circ \operatorname{tr}_{a}(i, j, k)=\pi \circ s r(i, j-1) \circ t(i, j, k)$. A signed transreversal of type $\mathrm{B} \operatorname{tr}_{b}(i, j, k), 1 \leq i<j<k \leq n+1$, is a rearrangement event that transforms a signed permutation $\pi$ into the signed permutation $\pi \circ \operatorname{tr}_{b}(i, j, k)$ $=\pi \circ \operatorname{sr}(j, k-1) \circ t(i, j, k)$.

The variant of the rearrangement sorting problem that considers a rearrangement model composed by signed reversals, transpositions, and signed transreversals of type A is called the problem of sorting by signed reversals, transpositions, and signed transreversals (type A). In addition, the rearrangement distance of signed permutation with respect to that rearrangement model is referred to as signed reversal, transposition, and signed transreversal (type A) distance. Gu et al. [68] have presented 2-approximation algorithm for this problem. Its complexity is unknown.

The variant of the rearrangement sorting problem that considers a rearrangement model composed by transpositions and signed transreversals of types A and B is called
the problem of sorting by transpositions and signed transreversals (types A and B). In addition, the rearrangement distance of signed permutation with respect to that rearrangement model is referred to as transposition, and signed transreversal (types A and B) distance. Hartman and Sharan [74 have presented a 1.5-approximation algorithm for this problem. Its complexity is unknown.

### 2.3 Implementation

In this section, we describe all of the steps toward the implementation of GRAAu. Section 2.3.1 describes the algorithm that we have developed to compute the rearrangement distances and compares it with other algorithms presented in the literature. This algorithm has allowed us to compute the distribution of the rearrangement distances for permutation sizes that have never been considered before. Section 2.3.2 presents these distributions along with some conjectures designed as an attempt to better characterize how the rearrangement distances are distributed. This section also describes how these data were stored and maintained in a database called the Rearrangement Distance Database. Finally, Section 2.3 .3 describes how GRAAu works.

### 2.3.1 Algorithm for Computing Rearrangement Distances

Since we were interested in variants of the rearrangement sorting problem that do not have polynomial time solutions, we could think of basically two approaches for computing the rearrangement distance of all permutation in $S_{n}\left(S_{n}^{ \pm}\right)$with respect to a rearrangement model $M$ :

1. to perform a breadth-first search in $S_{n}\left(S_{n}^{ \pm}\right)$: initialize a permutation queue $Q$ with $\iota$ and set its distance to 0 . While $Q$ is not empty, remove a permutation $\pi$ from $Q$, report $\pi$ and $d_{M}(\pi)$, and compute all permutations that can be generated from $\pi$ applying on it every possible rearrangement event belonging to $M$. The ones that have not been generated yet are added to $Q$, and their distances are set to $d_{M}(\pi)+1$.
2. to develop an exact algorithm, which would execute in exponential time, for each variant of rearrangement sorting problem, and then run each algorithm for all permutations in $S_{n}\left(S_{n}^{ \pm}\right)$. Examples of exact algorithms proposed in the literature to solve variants of the rearrangement sorting problem can be divided between branch-and-bound and linear programming strategies.

We have adopted approach (1) for mainly two reasons:

- Simplicity and Correctness. Implementing a breadth-first search in $S_{n}\left(S_{n}^{ \pm}\right)$ is simpler and, therefore, less susceptible to errors than implementing a branch-and-bound or a linear programming algorithm. As an example, we refer to the
branch-and-bound algorithm developed by Kececioglu and Sankoff [84] for one variant of the rearrangement sorting problem. Its implementation comprises thousands of lines of code and, as we show in Section 2.3 .2 , it did not computed the rearrangement distances correctly.
- Flexibility. Considering that we were interested in taking into account a number of variants of the rearrangement sorting problem, it would be highly desirable if the approach could be easily adaptable. This is not the case of approach (2), as branch-and-bound and linear programming strategies tend to be highly variant specific because they rely on bounds or restrictions that are particular to each variant.

Our main concern when implementing approach (1) was how to optimize memory usage since we knew from literature that this was the bottleneck. Given the simplicity of the approach, the only point in this direction capable of being optimized was the way in which permutations would be represented. When we look at the definition of a permutation, the first representation that comes in mind is a vector of integers, but would there a way to represent permutations more concisely? The answer is yes, by representing them as natural numbers ${ }^{1 /}$

## Ranking and Unranking Functions

To represent permutations as natural numbers, it is not only necessary to map a permutation into a natural number but it is also necessary to map a natural number into a permutation because we need to compose permutations to simulate the rearrangement events. This means that we need bijective functions

$$
\begin{gathered}
f: S_{n} \rightarrow\{0,1, \ldots, n!-1\}, \\
f^{-1}:\{0,1, \ldots, n!-1\} \rightarrow S_{n}, \\
g: S_{n}^{ \pm} \rightarrow\left\{0,1, \ldots, 2^{n} n!-1\right\}, \text { and } \\
g^{-1}:\left\{0,1, \ldots, 2^{n} n!-1\right\} \rightarrow S_{n}^{ \pm} .
\end{gathered}
$$

We say that functions $f$ and $g$ rank a permutation, therefore they are called ranking functions. On the other hand, we say that functions $f^{-1}$ and $g^{-1}$ unrank a permutation, therefore they are called unranking functions.

For computing $f$ and $f^{-1}$, we have used the ranking and unranking algorithms presented by Myrvold and Ruskey [104], which run in linear time on the size of the permutations. Unfortunately, we could not find algorithms for computing $g$ and $g^{-1}$ in the literature, therefore we developed a method to define these functions using $f$ and $f^{-1}$ respectively. Before presenting this method, we must introduce some definitions.

We define the sign vector $\operatorname{sv}(\pi)=\left[\operatorname{sv}\left(\pi_{1}\right), \operatorname{sv}\left(\pi_{2}\right), \ldots, s v\left(\pi_{n}\right)\right]$ of a permutation $\pi \in S_{n}^{ \pm}$in such a way that $\operatorname{sv}\left(\pi_{i}\right)=1$ if $\pi_{i}<0$ and $\operatorname{sv}\left(\pi_{i}\right)=0$ if $\pi_{i}>0$ for all

[^2]$1 \leq i \leq n$. We define the modular permutation $m(\pi)$ of a permutation $\pi \in S_{n}^{ \pm}$as $m(\pi)=\left(\left|\pi_{1}\right|\left|\pi_{2}\right| \ldots\left|\pi_{n}\right|\right)$. It is easy to note that a permutation $\pi \in S_{n}^{ \pm}$can be uniquely represented by modular permutation $m(\pi) \in S_{n}$ and by sign vector $s v(\pi)$. Considering that we can view the sign vector of a permutation $\pi \in S_{n}^{ \pm}$as the binary number $\operatorname{sv}\left(\pi_{1}\right) \operatorname{sv}\left(\pi_{2}\right) \ldots s v\left(\pi_{n}\right)$, we define the bijective function $h: V_{n} \rightarrow\{0,1 \ldots$, $\left.2^{n}-1\right\}$ such that $h(s v(\pi))=\sum_{i=1}^{n} 2^{i-1} s v\left(\pi_{n+1-i}\right)$, where $V_{n}=\left\{s v(\pi): \pi \in S_{n}^{ \pm}\right\}$. Since $h$ is defined analogously to the conversion of binary numbers to decimal numbers, the function $h^{-1}:\left\{0,1 \ldots, 2^{n}-1\right\} \rightarrow V_{n}$ is defined analogously to the conversion of decimal numbers to binary numbers.

Now, we can define $g$ from $f$ and $h$ in such a way that $g(\pi)=2^{n} f(m(\pi))+$ $h(s v(\pi))$ for any $\pi \in S_{n}^{ \pm}$. Moreover, $g^{-1}$ is well defined from $f^{-1}$ and $h^{-1}$ because, given $g(\pi)$ of a permutation $\pi \in S_{n}^{ \pm}$, we have that $m(\pi)=f^{-1}\left(\frac{g(\pi)-r}{2^{n}}\right)$ and that $s v(\pi)$ $=h^{-1}(r)$, where $r=h(s v(\pi))=g(\pi) \bmod 2^{n}$. Since functions $f, h, f^{-1}$, and $h^{-1}$ can be computed in linear time on the size of permutations, functions $g$ and $g^{-1}$ also can.

## The Algorithm

With both ranking and unranking functions in hand, it is possible to present the algorithm for computing the rearrangement distances of all permutations in $S_{n}$ with respect to a rearrangement model $M$ (Algorithm AllDistances). We omit the description of the algorithm that computes the rearrangement distances of all permutations in $S_{n}^{ \pm}$with respect to a rearrangement model $M$ because it is trivially derivable from Algorithm AllDistances.

Algorithm AllDistances takes as input two parameters: an integer number $n$, which is the size of permutations, and a rearrangement model $M$. Initially, the algorithm creates two vectors, namely $Q$ and $D$, of size $\left|S_{n}\right|$, and then sets all the elements of vector $D$ to -1 . Vector $Q$ is used to hold a queue of the permutations that are being generated - that is, we have that $Q[i]=f(\pi)$ such that $\pi$ was the $i$-th generated permutation during algorithms execution. Vector $D$ is used to store the rearrangement distances of the permutations already generated - that is, we have that $D[i]=d_{M}\left(f^{-1}(i)\right)$ if permutation $f^{-1}(i)$ has already been generated or $D[i]=-1$ otherwise. It means that, in addition to storing the rearrangement distances, vector $D$ also indicates whether a permutation has already been generated. The variables next and last are used to manage the queue $Q$ : variable next holds the position in the queue containing the next permutation to be processed, whereas variable last holds the position in the queue where a new generated permutation must be inserted. At the end of its execution, the algorithm returns vector $D$.

Initially, the identity permutation is inserted in $Q$ (line 4), its rearrangement distance (zero) is stored in $D$ (line 5), and the variable last is set to 2 (line 7). We claim that the while loop (lines 8-21) maintains two loops invariants: (i) last $=|Q|+1$, where $|Q|$ is the number of permutations in $Q$, and (ii) vector $D$ stores the rearrangement distances of all permutations in $Q$. This is because each time a

```
Algorithm 1: AllDistances
    Data: An integer \(n\), which is the size of permutations, and a rearrangement
        model \(M\).
    Result: A vector containing the rearrangement distances of all permutations
                in \(S_{n}\) with respect to \(M\).
    Let \(Q\) and \(D\) be two vectors of size \(\left|S_{n}\right|\);
    Initialize \(D\) such that \(D[i]=-1, i \in\left\{1,2, \ldots,\left|S_{n}\right|\right\}\);
    \(i \leftarrow \operatorname{Rank}(\iota)\);
    \(Q[1] \leftarrow i ; \quad \triangleright\) insert the rank of the identity permutation in the queue
    \(D[i] \leftarrow 0 ; \quad \triangleright\) and set its rearrangement distance
    next \(\leftarrow 1\);
    last \(\leftarrow 2\);
    while last \(\leq\left|S_{n}\right|\) do
        \(i \leftarrow Q[n e x t] ; \quad\) retrieve from the queue the rank of the next permutation
        \(d \leftarrow D[i] ; \quad \triangleright\) and obtain its rearrangement distance
        \(\pi \leftarrow \operatorname{Unrank}(i) ;\)
        next \(\leftarrow\) next +1 ;
        for \(\rho \in M\) do
            \(i \leftarrow \operatorname{Rank}(\pi \circ \rho)\);
            if \(D[i]=-1\) then
                \(Q[\) last \(] \leftarrow i\); \(\triangleright\) insert the rank of the new permutation in the queue
                \(D[i] \leftarrow d+1 ; \quad \triangleright\) and set its rearrangement distance
                last \(\leftarrow\) last +1 ;
            end
    end
    end
    return \(D\);
```

permutation, say $\pi$, is inserted in $Q$, vector $D$ is updated with the value of $d_{M}(\pi)$, and the variable last is incremented by one unit. By definition, $M$ is composed by generators of $S_{n}$, therefore all permutations in $S_{n}$ will eventually be generated and inserted in $Q$. Moreover, each permutation is inserted in $Q$ only once. These facts imply that last $=\left|S_{n}\right|+1$ when $|Q|=\left|S_{n}\right|$, what causes the while loop (lines 8-21) to terminate. In this moment, all permutations in $S_{n}$ have been inserted in $Q$, and consequently their rearrangement distances have been stored in $D$.

Regarding the complexity of Algorithm AllDistances, each of lines 4-7, 9, 10, 12, and 15-19 takes constant time; each of lines 3, 11, and 14 takes $O(n)$ time; each of lines 1 and 2 takes $O\left(\left|S_{n}\right|\right)$ time; the while loop of lines 8 through 21 is executed $O\left(\left|S_{n}\right|\right)$ times; finally, the for loop of lines 13 through 20 takes $O(n|M|)$ time. Therefore, Algorithm AllDistances runs in $O\left(n|M|\left|S_{n}\right|\right)$ time, which means that it runs in time exponential in the size of permutations, but in time polynomial in the number of permutations.

## Implementation and Discussion

To compensate for the fact that the algorithm has exponential time complexity, we have developed a way to parallelize it. Basically, the idea was to encapsulate the while loop in a thread and then to create multiple threads. As a result, it created a race condition on vectors $Q$ and $D$, as well as on the variables next and last. Thus, it was necessary to synchronize all threads, avoiding that two or more of them write on the same common data at the same time. This could be accomplished by using a binary semaphore.

We have implemented two multithreaded versions of the algorithm: in one version, we represented each permutation as an unsigned integer of 32 bits; in the other, as an unsigned integer of 64 bits. Therefore, the 32 bits version can handle all unsigned permutations of up to 12 elements and all signed permutations of up to 10 elements, whereas the 64 bits version can handle all unsigned permutations of up to 20 elements and all signed permutations of up to 16 elements. It means that the 64 bits version can handle more permutations but needs twice as much memory. Both versions support a number of rearrangement models considered in the literature as described in Section 2.3.2. They were implemented in C, using pthread library for dealing with threads. The source code is available for download at

```
http://mirza.ic.unicamp.br:8080.
```

Vergara [121] has developed an algorithm similar to ours for computing the rearrangement distances of all permutations in $S_{n}$ with respect to a rearrangement model $M$. Although he has also employed the idea of representing permutations as natural numbers, one cannot say that he did it for optimizing memory usage. This is because Vergara [121] said to have ranked permutations as follows. He ordered the permutations in $S_{n}$ in lexicographical order, then he mapped the permutations to integers considering this order. The problem is that ordering all permutations in $S_{n}$ in lexicographical order implies in representing each of them using some kind of data structure that allows element-to-element comparison, such as vectors. Therefore, there is no advantage in terms of memory usage when ranking permutations that way.

Dias and Meidanis 42 have computed the prefix transposition distance of all unsigned permutations of up to 11 elements and stated that their method would need 30 GB of physical memory to compute prefix transposition distances of all unsigned permutations of 12 elements, what made the computation for $n=12$ impossible (they had a computer with 8 GB of RAM). Similarly, Walter et al. [124] could not compute the transposition distance of all unsigned permutations of 12 elements because they would need a machine with 18 GB of RAM. Our 32 bit implementation needs 2.4 GB of physical memory to compute the rearrangement distance of all unsigned permutations of 12 elements regarding any rearrangement model. This means that our method uses approximately 12 times less memory than the method used by Dias and Meidanis [42] and approximately 7 times less memory than the method used by Walter et al. [124].

There are further publications where the rearrangement distance of all permutations of up to a given size were computed for a particular rearrangement model [14, 37, 89, 125, but they do not provide information about memory usage, so we cannot make fair comparisons. Nevertheless, since these publications do not present the rearrangement distances of permutations with more than 11 elements, we infer that the methods used by their authors for computing rearrangement distances had reached a limit very much like the methods used by the authors we cited earlier.

Regarding the running time performance, we have performed an experiment to measure the average speed gain on the execution of the 32 bit implementation with multiple threads. The source code was compiled with gcc version 4.5.0, and the resulting program was executed on a PC featuring 16 Intel Xeon CPU E5520 at 2.27 GHz , and 64 GB of RAM running GNU/Linux 2.6.34.

The experiment consisted in computing the reversal distance 10 times for each pair $(n, t)$, where $n$ is the size of the permutations, and $t$ is the number of threads. Then, to determine the average speed gain, we calculated the average of the ratios $\frac{T(t)}{T(1)}$ of each execution, where $T(t)$ was the running time with $t$ threads. The results are illustrated in Figure 2.1.


Figure 2.1: Average speed gain on the execution of the 32 bit implementation with multiple threads. The rearrangement model consisted of reversals only.

### 2.3.2 Computing Rearrangement Distances

Using the implementations described in the previous section, we have computed the rearrangement distances of all permutations in $S_{n}$ and $S_{n}^{ \pm}$with respect to 10 rear-
rangement models as summarized in Table 2.1. These rearrangement models give rise to variants of the rearrangement sorting problem for which the best known polynomial time solutions are approximations or heuristics, which is precisely the solutions GRAAu aims.

Table 2.1: Rearrangement models and values of $n$ considered in the computation of the rearrangement distances.

| Rearrangement Model | $\mathbf{n} \leq$ |
| :--- | :---: |
| Reversals | 13 |
| Prefix Reversals | 13 |
| Transpositions | 13 |
| Prefix Transpositions | 13 |
| Reversals and Transpositions | 13 |
| Prefix Reversals and Prefix Transpositions | 13 |
| Signed Prefix Reversals | 10 |
| Signed Reversals and Transpositions | 10 |
| Signed Reversals, Transpositions, and Transreversals (type A) | 10 |
| Transpositions and Transreversals (types A and B) | 10 |

Note that we have computed the rearrangement distances of all unsigned permutations of sizes $1 \leq n \leq 13$ and all signed permutations of sizes $1 \leq n \leq 10$. It was not possible to consider permutations with more elements due to memory constraints. Nevertheless, to the best of our knowledge, it is the first time that such computations were performed for these values of $n$.

## Distribution of Rearrangement Distances

Although our primary intention was to use the rearrangement distance data to build GRAAu, we have analyzed how these distances are distributed and have observed some possible patterns that might be of interest. Before presenting these patterns, we need to introduce some definitions and notation.

The greatest rearrangement distance of a permutation in $S_{n}$ with respect to a rearrangement model $M$ is said to be the diameter of $S_{n}$, and we denote it by $D_{M}(n)$. A slice of $S_{n}$ with respect to a rearrangement model $M$ is the subset $S_{n}^{i}=\left\{\pi \mid d_{M}(\pi)\right.$ $=i$ and $\left.\pi \in S_{n}\right\}, 0 \leq i \leq D_{M}(n)$. The size of the largest slice of $S_{n}$ with respect to rearrangement model $M$ is said to be the traversal diameter of $S_{n}$, and it is denoted by $T_{M}(n)$. We establish a relation between $D_{M}(n)$ and $T_{M}(n)$ by defining a function $L_{M}: \mathbb{N} \rightarrow \mathbb{N}$ such that $D_{M}(n)=T_{M}(n)+L_{M}(n)$. This function is said to be the longevity of $S_{n}$ with respect to rearrangement model $M$. Note that the definitions of diameter, of slice, of traversal diameter, and of longevity also apply to $S_{n}^{ \pm}$.

The problem of determining the diameter of $S_{n}$ and $S_{n}^{ \pm}$is also regarded in the genome rearrangement literature. Table 2.2 presents known results for the diameters
of $S_{n}$ and $S_{n}^{ \pm}$with respect to the rearrangement models listed in Table 2.1 (we have not considered rearrangement models for which no results were found). As we can see, the exact value of $D_{M}(n)$ is not known for most of the rearrangement models we are considering. In light of this fact, some researchers have performed computations similar to the one we have and have conjectured some of these values. Therefore, analyzing the distribution of the rearrangement distance is a way of validating these conjectures.

Table 2.2: Exact values and bounds for the diameter.

| Rearrangement Model (M) | $D_{M}(n)=$ | $D_{M}(n) \geq$ | $D_{M}(n) \leq$ |
| :---: | :---: | :---: | :---: |
| Reversals | $n-1$ 9] |  | - |
| Prefix Reversals | ? | $\frac{15 n}{14}$ 79 | $\frac{11 n}{8}+O(1) 28$ |
| Transpositions | ? | $\left.\frac{17 n}{33}+\frac{1}{33} 99\right]$ | $\left\lfloor\frac{2 n-2}{3}\right\rfloor[50$ |
| Prefix Transpositions | ? | $\left\lfloor\frac{3 n}{4}\right\rfloor 90$ | $n-\log _{\frac{9}{2}} n$ [29] |
| Signed Prefix Reversals | ? | $\frac{3 n}{2} 31$ | $2 n-2{ }^{2}$ |
| Signed Reversals and Transpositions | ? | $\left\lfloor\frac{n}{2}\right\rfloor+2\lfloor 101\rfloor$ | ? |

In addition validating conjectures, we have decided to propose measures $T_{M}(n)$ and $L_{M}(n)$ in an attempt to better characterize how the rearrangement distances are distributed in $S_{n}$ and $S_{n}^{ \pm}$. When we look at the distributions, we can note that the size of the slices of $S_{n}$ and $S_{n}^{ \pm}$monotonically increases until it reaches a peak, then it monotonically decreases. Thus, $T_{M}(n)$ is the number of existing slices until that peak is reached, and $L_{M}(n)$ is the number of existing slices afterward.

The distribution of rearrangement distances are given in tables 2.3 through 2.12 , whereas the patterns (presented as conjectures) are given in Table 2.15. To facilitate the observation of the patterns, we have compiled the values of the diameter, of the traversal diameter, and of the longevity of $S_{n}^{ \pm}$and $S_{n}$ in tables 2.13 and 2.14, respectively.

Kececioglu and Sankoff [84] have presented the reversal distance distribution for $n \leq 8$. We note that the distribution obtained by us is different from theirs. For instance, we have found that $\left|S_{5}^{2}\right|=52,\left|S_{6}^{2}\right|=129,\left|S_{7}^{2}\right|=266$, and $\left|S_{8}^{2}\right|=487$, but they have found that $\left|S_{5}^{2}\right|=51,\left|S_{6}^{2}\right|=127,\left|S_{7}^{2}\right|=263$, and $\left|S_{8}^{2}\right|=483$. We have confirmed that our distribution is the right one by computing the reversal distances of the permutations in each one of these slices with GRIMM 120 .

The conjecture of Dias and Meidanis [42] on the prefix transposition diameter (they have conjectured that $D_{M}(n)=n-\left\lfloor\frac{n}{4}\right\rfloor, n>3$ ) holds for $n \leq 13$. This is an interesting result because Eriksson et al. [50] have shown that the first deviation of the transposition diameter from its original conjecture occurred when $n=13$. Walter et al. [123] have demonstrated that $\left\lfloor\frac{n}{2}\right\rfloor+2$ is a lower bound for the signed reversal and transposition diameter, and have conjectured that it is an upper bound as well.

As we can observe in Table 2.4, such a conjecture does not hold for $n=7$ and $n=9$.

Table 2.3: Signed prefix reversal distance distribution in $S_{n}^{ \pm}$.

|  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |
| $\mathbf{d}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 2 |  | 2 | 6 | 12 | 20 | 30 | 42 | 56 | 72 | 90 |
| 3 |  | 2 | 12 | 36 | 80 | 150 | 252 | 392 | 576 | 810 |
| 4 |  | 1 | 18 | 90 | 280 | 675 | 1386 | 2548 | 4320 | 6885 |
| 5 |  |  | 6 | 124 | 680 | 2340 | 6230 | 14056 | 28224 | 51960 |
| 6 |  |  | 2 | 96 | 1214 | 6604 | 24024 | 68656 | 166740 | 359928 |
| 7 |  |  |  | 18 | 1127 | 12795 | 71568 | 276136 | 843822 | 2193534 |
| 8 |  |  |  | 3 | 389 | 15519 | 159326 | 901970 | 3636954 | 11738418 |
| 9 |  |  |  |  | 40 | 6957 | 222995 | 2195663 | 12675375 | 53257425 |
| 10 |  |  |  |  | 4 | 959 | 136301 | 3531887 | 33773653 | 198586153 |
| 11 |  |  |  |  |  | 43 | 21951 | 2743477 | 60758618 | 570362563 |
| 12 |  |  |  |  |  | 1 | 1021 | 562095 | 57953163 | 1138201788 |
| 13 |  |  |  |  |  |  | 15 | 24627 | 15244962 | 1282857296 |
| 14 |  |  |  |  |  | 1 | 347 | 701298 | 435390455 |  |
| 15 |  |  |  |  |  |  | 1 | 6721 | 22703532 |  |
| 16 |  |  |  |  |  |  |  | 51 | 179828 |  |
| 17 |  |  |  |  |  |  |  | 1 | 523 |  |
| 18 |  |  |  |  |  |  |  |  |  | 1 |

Table 2.4: Signed reversal and transposition distance distribution in $S_{n}^{ \pm}$.

|  | $\mathbf{n}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{d}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1 | 1 | 4 | 10 | 20 | 35 | 56 | 84 | 120 | 165 | 220 |
| 2 |  | 3 | 33 | 157 | 518 | 1379 | 3178 | 6594 | 12624 | 22671 |
| 3 |  |  | 4 | 201 | 2334 | 14079 | 59420 | 199539 | 570642 | 1447413 |
| 4 |  |  |  | 5 | 952 | 28668 | 351053 | 2503693 | 12745196 | 51513506 |
| 5 |  |  |  |  |  | 1897 | 231248 | 6941233 | 93986201 | 773679172 |
| 6 |  |  |  |  |  |  | 136 | 670740 | 78428542 | 2611596863 |
| 7 |  |  |  |  |  |  |  |  | 51189 | 277631156 |
| 8 |  |  |  |  |  |  |  |  |  | 198 |

Table 2.5: Signed reversal, transposition, and signed transreversal (type A) distance distribution in $S_{n}^{ \pm}$.

|  | n |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1 | 1 | 5 | 14 | 30 | 55 | 91 | 140 | 204 | 285 | 385 |
| 2 |  | 2 | 31 | 208 | 875 | 2772 | 7266 | 16632 | 34386 | 65670 |
| 3 |  |  | 2 | 144 | 2636 | 23749 | 135173 | 569861 | 1948013 | 5704127 |
| 4 |  |  |  | 1 | 273 | 19458 | 470796 | 5610677 | 41281942 | 220275867 |
| 5 |  |  |  |  |  | 9 | 31744 | 4124493 | 139340551 | 2237360500 |
| 6 |  |  |  |  |  |  |  | 52 | 3189382 | 1252484109 |
| 7 |  |  |  |  |  |  |  |  |  | 541 |

Table 2.6: Transposition and signed transreversal (types A and B) distance distribution in $S_{n}^{ \pm}$.

|  | $\mathbf{n}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{d}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1 |  | 3 | 12 | 30 | 60 | 105 | 168 | 252 | 360 | 495 |
| 2 |  | 3 | 33 | 217 | 969 | 3282 | 9127 | 21959 | 47330 | 93609 |
| 3 |  | 1 | 2 | 136 | 2646 | 26051 | 160851 | 727762 | 2643721 | 8157766 |
| 4 |  |  |  |  | 164 | 16641 | 468245 | 6295028 | 50811764 | 292482730 |
| 5 |  |  |  |  |  |  | 6728 | 3276918 | 131988777 | 2436838771 |
| 6 |  |  |  |  |  |  |  |  | 302607 | 978317822 |
| 7 |  |  |  |  |  |  |  |  |  | 6 |

Table 2.7: Reversal distance distribution in $S_{n}$.

|  | n |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 1 | 3 | 6 | 10 | 15 | 21 | 28 | 36 | 45 | 55 | 66 | 78 |
| 2 |  | 2 | 15 | 52 | 129 | 266 | 487 | 820 | 1297 | 1954 | 2831 | 3972 |
| 3 |  |  | 2 | 55 | 389 | 1563 | 4642 | 11407 | 24600 | 48204 | 87758 | 150707 |
| 4 |  |  |  | 2 | 184 | 2539 | 16445 | 69863 | 228613 | 626677 | 1510973 | 3304457 |
| 5 |  |  |  |  | 2 | 648 | 16604 | 169034 | 1016341 | 4398136 | 15240603 | 44997104 |
| 6 |  |  |  |  |  | 2 | 2111 | 105365 | 1686534 | 14313789 | 81531167 | 354920337 |
| 7 |  |  |  |  |  |  | 2 | 6352 | 654030 | 16584988 | 198802757 | 1489090761 |
| 8 |  |  |  |  |  |  |  | 2 | 17337 | 3900116 | 159650162 | 2717751441 |
| 9 |  |  |  |  |  |  |  |  | 2 | 42878 | 22073230 | 1499706234 |
| 10 |  |  |  |  |  |  |  |  |  | 2 | 102050 | 116855950 |
| 11 |  |  |  |  |  |  |  |  |  |  | 2 | 239756 |
| 12 |  |  |  |  |  |  |  |  |  |  |  | 2 |

Table 2.8: Transposition distance distribution in $S_{n}$.

|  | n |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 1 | 4 | 10 | 20 | 35 | 56 | 84 | 120 | 165 | 220 | 286 | 364 |
| 2 |  | 1 | 12 | 68 | 259 | 770 | 1932 | 4284 | 8646 | 16203 | 28600 | 48048 |
| 3 |  |  | 1 | 31 | 380 | 2700 | 13467 | 52512 | 170907 | 484440 | 1231230 | 2864719 |
| 4 |  |  |  |  | 45 | 1513 | 22000 | 191636 | 1183457 | 5706464 | 22822293 | 78829491 |
| 5 |  |  |  |  |  |  | 2836 | 114327 | 2010571 | 21171518 | 157499810 | 910047453 |
| 6 |  |  |  |  |  |  |  |  | 255053 | 12537954 | 265819779 | 3341572727 |
| 7 |  |  |  |  |  |  |  |  |  |  | 31599601 | 1893657570 |
| 8 |  |  |  |  |  |  |  |  |  |  |  | 427 |

Table 2.9: Reversals and transposition distance distribution in $S_{n}$.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{d}$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 1 | 5 | 13 | 26 | 45 | 71 | 105 | 148 | 201 | 265 | 341 | 430 |
| 2 |  |  | 10 | 89 | 408 | 1301 | 3331 | 7367 | 14672 | 27002 | 46716 | 76897 |
| 3 |  |  |  | 4 | 266 | 3467 | 24057 | 111767 | 396691 | 1167102 | 2993970 | 6919519 |
| 4 |  |  |  |  |  | 200 | 12826 | 233587 | 2321700 | 15036792 | 71584145 | 272688548 |
| 5 |  |  |  |  |  |  |  | 10010 | 895535 | 23229430 | 325121379 | 2887887456 |
| 6 |  |  |  |  |  |  |  |  | 456208 | 79255048 | 3046408308 |  |
| 7 |  |  |  |  |  |  |  |  |  |  | 13039641 |  |

Table 2.10: Prefix reversal distance distribution in $S_{n}$.

|  | n |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 2 |  | 2 | 6 | 12 | 20 | 30 | 42 | 56 | 72 | 90 | 110 | 132 |
| 3 |  | 1 | 11 | 35 | 79 | 149 | 251 | 391 | 575 | 809 | 1099 | 1451 |
| 4 |  |  | 3 | 48 | 199 | 543 | 1191 | 2278 | 3963 | 6429 | 9883 | 14556 |
| 5 |  |  |  | 20 | 281 | 1357 | 4281 | 10666 | 22825 | 43891 | 77937 | 130096 |
| 6 |  |  |  |  | 133 | 1903 | 10561 | 38015 | 106461 | 252737 | 533397 | 1030505 |
| 7 |  |  |  |  | 2 | 1016 | 15011 | 93585 | 377863 | 1174766 | 3064788 | 7046318 |
| 8 |  |  |  |  |  | 35 | 8520 | 132697 | 919365 | 4126515 | 14141929 | 40309555 |
| 9 |  |  |  |  |  |  | 455 | 79379 | 1309756 | 9981073 | 49337252 | 184992275 |
| 10 |  |  |  |  |  |  |  | 5804 | 814678 | 14250471 | 118420043 | 639783475 |
| 11 |  |  |  |  |  |  |  |  | 73232 | 9123648 | 169332213 | 1525125357 |
| 12 |  |  |  |  |  |  |  |  |  | 956354 | 111050066 | 2183056566 |
| 13 |  |  |  |  |  |  |  |  |  | 6 | 13032704 | 1458653648 |
| 14 |  |  |  |  |  |  |  |  |  |  | 167 | 186874852 |
| 15 |  |  |  |  |  |  |  |  |  |  |  | 2001 |

Table 2.11: Prefix transposition distance distribution in $S_{n}$.

|  | $\mathbf{n}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{d}$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 1 | 1 | 3 | 6 | 10 | 15 | 21 | 28 | 36 | 45 | 55 | 66 | 78 |
| 2 |  | 2 | 14 | 50 | 130 | 280 | 532 | 924 | 1500 | 2310 | 3410 | 4862 |
| 3 |  |  | 3 | 55 | 375 | 1575 | 4970 | 12978 | 29610 | 61050 | 116325 | 208065 |
| 4 |  |  |  | 4 | 194 | 2598 | 18096 | 85128 | 308988 | 933108 | 2456256 | 5812092 |
| 5 |  |  |  |  | 5 | 562 | 15532 | 188386 | 1364710 | 7030210 | 28488724 | 96641974 |
| 6 |  |  |  |  |  | 3 | 1161 | 74183 | 1679189 | 19713542 | 148968371 | 827628815 |
| 7 |  |  |  |  |  |  |  | 1244 | 244430 | 11759676 | 242448896 | 2832043750 |
| 8 |  |  |  |  |  |  |  |  | 327 | 416845 | 56288493 | 2323157040 |
| 9 |  |  |  |  |  |  |  |  |  | 3 | 231058 | 141492748 |
| 10 |  |  |  |  |  |  |  |  |  |  |  | 31375 |

Table 2.12: Prefix reversal and prefix transposition distance distribution in $S_{n}$.

Table 2.14: Diameter, traversal diameter, and longevity of $S_{n}$.

| n | Table 2.7 |  | L(n) | n | Table 2.8 |  | L(n) | n | Table 2.9 |  | L(n) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | D(n) | T(n) |  |  | D(n) | T(n) |  |  | D(n) | T(n) |  |
| 2 | 1 | 1 | 0 | 2 | 1 | 1 | 0 | 2 | 1 | 1 | 0 |
| 3 | 2 | 1 | 1 | 3 | 2 | 1 | 1 | 3 | 1 | 1 | 0 |
| 4 | 3 | 2 | 1 | 4 | 3 | 2 | 1 | 4 | 2 | 1 | 1 |
| 5 | 4 | 3 | 1 | 5 | 3 | 2 | 1 | 5 | 3 | 2 | 1 |
| 6 | 5 | 3 | 2 | 6 | 4 | 3 | 1 | 6 | 3 | 2 | 1 |
| 7 | 6 | 4 | 2 | 7 | 4 | 3 | 1 | 7 | 4 | 3 | 1 |
| 8 | 7 | 5 | 2 | 8 | 5 | 4 | 1 | 8 | 4 | 3 | 1 |
| 9 | 8 | 5 | 3 | 9 | 5 | 4 | 1 | 9 | 5 | 4 | 1 |
| 10 | 9 | 6 | 3 | 10 | 6 | 5 | 1 | 10 | 5 | 4 | 1 |
| 11 | 10 | 7 | 3 | 11 | 6 | 5 | 1 | 11 | 6 | 5 | 1 |
| 12 | 11 | 7 | 4 | 12 | 7 | 6 | 1 | 12 | 6 | 5 | 1 |
| 13 | 12 | 8 | 4 | 13 | 8 | 6 | 2 | 13 | 7 | 6 | 1 |
|  | Tab | 2.10 |  |  | Tab | 2.11 |  |  | Tab | 2.12 |  |
| n | D(n) | T(n) | L(n) | n | D(n) | T(n) | L(n) | n | D(n) | T(n) | L(n) |
| 2 | 1 | 1 | 0 | 2 | 1 | 1 | 0 | 2 | 1 | 1 | 0 |
| 3 | 3 | 2 | 1 | 3 | 2 | 1 | 1 | 3 | 2 | 1 | 1 |
| 4 | 4 | 3 | 1 | 4 | 3 | 2 | 1 | 4 | 2 | 2 | 0 |
| 5 | 5 | 4 | 1 | 5 | 4 | 3 | 1 | 5 | 3 | 2 | 1 |
| 6 | 7 | 5 | 2 | 6 | 5 | 3 | 2 | 6 | 4 | 3 | 1 |
| 7 | 8 | 6 | 2 | 7 | 6 | 4 | 2 | 7 | 5 | 3 | 2 |
| 8 | 9 | 7 | 2 | 8 | 6 | 4 | 2 | 8 | 5 | 4 | 1 |
| 9 | 10 | 8 | 2 | 9 | 7 | 5 | 2 | 9 | 6 | 5 | 1 |
| 10 | 11 | 9 | 2 | 10 | 8 | 6 | 2 | 10 | 7 | 5 | 2 |
| 11 | 13 | 10 | 3 | 11 | 9 | 6 | 3 | 11 | 7 | 6 | 1 |
| 12 | 14 | 11 | 3 | 12 | 9 | 7 | 2 | 12 | 8 | 6 | 2 |
| 13 | 15 | 12 | 3 | 13 | 10 | 7 | 3 | 13 | 9 | 7 | 2 |

Table 2.15: Conjectures regarding $D(n), T(n)$, and $L(n)$.

| Rearrangement Model (M) | $D_{M}(n)$ | $T_{M}(n)$ | $L_{M}(n)$ | $n \geq$ |
| :--- | :---: | :---: | :---: | :---: |
| Reversals | - | $\left\lceil\frac{2 n}{3}\right\rceil-1$ | $\left\lfloor\frac{n}{3}\right\rfloor$ | 3 |
| Prefix Reversals | - | $n-1$ | - | 1 |
| Transpositions | - | $\left\lfloor\frac{n}{2}\right\rfloor$ | - | 1 |
| Prefix Transpositions | - | $n-\left\lceil\frac{2 n}{5}\right\rceil$ | $\left\lceil\frac{2 n}{5}\right\rceil-\left\lfloor\frac{n}{4}\right\rfloor$ | 4 |
| Signed Prefix Reversals <br> Signed Reversals and Transpo- <br> sitions <br> $n-\left\lfloor\frac{5 n-2}{3}\right\rfloor$ | $n-\left\lceil\frac{n-2}{2}\right\rceil$ | $\left\lceil\frac{n-2}{2}\right\rceil-\left\lfloor\frac{n-2}{3}\right\rfloor$ | 3 |  |

## Rearrangement Distance Database

The rearrangement distances were stored in files indexed by permutations - that is, for each pair $(n, M)$, we have created a file containing the rearrangement distances of all permutations in $S_{n}\left(S_{n}^{ \pm}\right)$with respect to $M$ such that the record in the position $i$ of that file contains the rearrangement distance of the permutation $f^{-1}(i)\left(g^{-1}(i)\right)$. As the values of the rearrangement distances have not exceeded 255, each record has one-byte length. Overall, we have created 119 files totaling about 60GB of data.

We have designed a web interface to enable users access to the information contained in these files. The access address is
http://mirza.ic.unicamp.br:8080.
Using this interface, a user can do the following:

- Search the rearrangement distance of a permutation with respect to a rearrangement model;
- Search for permutations belonging to a slice of $S_{n}\left(S_{n}^{ \pm}\right)$with respect to a rearrangement model. The search result is limited to 200 permutations for efficiency reasons;
- Verify the distribution of the rearrangement distances in $S_{n}\left(S_{n}^{ \pm}\right)$with respect to a rearrangement model.

In addition to searching for the rearrangement distance of a permutation with respect to a rearrangement model, it is possible to view a sequence of permutations that illustrates the transformation of that permutation into the identity permutation. We refer to this sequence as solution. Note that Algorithm AllDistances presented in Section 2.3.1 does not compute the solution, so we had to modify that algorithm in order to compute it.

We created a vector $P$ of size $\left|S_{n}\right|$ such that $P[i]=f(\pi)$, where $\pi$ is a parent permutation of permutation $\sigma=f^{-1}(i)$ (i.e. $\pi$ is the permutation such that $\sigma=\pi \circ \rho$,
$\rho \in M$, and $\left.d_{M}(\sigma)=d_{M}(\pi)+1=D[i]\right)$. Then, we have made vector $P$ be updated every time a new permutation was inserted in vector $Q$ and its rearrangement distance was stored in vector $D$, which corresponds to the for loop of lines 13 through 20. When Algorithm AllDistances terminates, in addition to returning vector $D$, it also returns vector $P$. With this vector in hand, it is not hard to see how to obtain the solution recursively.

As well as the rearrangement distances, the parent permutations were also stored in files indexed by permutations - that is, for each pair $(n, M)$, we created a file containing the parent permutations of all permutations in $S_{n}\left(S_{n}^{ \pm}\right)$with respect to $M$ such that the record in the position $i$ of that file contains the parent permutation of the permutation $f^{-1}(i)\left(g^{-1}(i)\right)$. Differently from the rearrangement distances, which only need 1 byte per record, parent permutations need 4 bytes in the case of the 32 bits implementation, and 8 bytes in the case of the 64 bits implementation. It makes the files too big and, for this reason, we did not compute the parent permutations of the permutations in $S_{13}$. Overall, we have created 112 files totaling about 72 GB of data.

We created this web interface to give users the ability to extract information of interest regarding the rearrangement distances. For instance, Grusea and Labarre have used the information about the distribution of the rearrangement distances in a recent work $\sqrt[67]]{ }$. As another example, for those who are interested in proving exact values or bounds for the diameter, it may be useful to know which permutations belong to the slice $S_{n}^{i}$ such that $i=D_{M}(n)$.

### 2.3.3 Implementation of GRAAu

The audit performed by GRAAu is similar to the method adopted in previous works for analyzing approximation algorithms and heuristics for genome rearrangements [14, 38, 121, 124, 125. It consists in comparing, for all permutations of up to a given size, the distance output by a given genome rearrangement algorithm with the related rearrangement distance and then producing statistics that can be used to analyze the performance of this algorithm. The statistics produced by GRAAu are as follows:

- Diameter: Greatest distance output by the algorithm.
- Average Distance: Average of the distances output by the algorithm.
- Average Ratio: Average of the ratios between the distance output by the algorithm and the related rearrangement distance.
- Maximum Ratio: Greatest ratio among all the ratios between the distance output by the algorithm and the related rearrangement distance.
- Equals: Percentage of distances output by the algorithm that is equal to the related rearrangement distance.

In addition to the statistics, GRAAu outputs up to 50 permutations exhibiting the maximum ratio.

GRAAu was implemented as a client-server application, and hence it is composed of two components: a server that stores the rearrangement distances (such as described in Section 2.3.2) and the audit results (i.e. the statistics and the permutations which exhibited the maximum ratio); and a client that executes the rearrangement algorithm (which must be implemented by the user), compares the output distances with the rearrangement distances (obtained from the server), and reports the results back to the server.

Both the client and the server were implemented in Java. The communication between them is achieved through standard web service messaging over HTTP (we have adopted Apache Axis2 1.5.2 engine to support the implementation and the deployment of the web services). The server is installed on a machine featuring a Intel Core i7-2600K, which has four cores at 3.4 GHz each, and 16 GB of RAM, and running Apache Tomcat 6.0.26 on GNU/Linux 2.6.32. Compiled code, setup instructions, and tutorial are available for download at
http://mirza.ic.unicamp.br:8080/bioinfo/graau.jsf.
GRAAu does not require registration by the user. In the beginning of the auditing process of a rearrangement algorithm, the web server generates a unique ID to this algorithm, a random 256 -bit AES key, and a counter, and sends them to the client using RSA. Then, for each web service call that changes the audit state of this algorithm, the client sends its ID and the encrypted value of the counter along with the other parameters to allow the web server to authenticate the call. After such calls, the client and the web server increment the counter. The AES key and the algorithm ID are recorded in a file in the client computer so that the audit can be resumed after any interruption.

The audit results and audit progress information for each rearrangement algorithm being audited by GRAAu become available online. In addition to these, there is other information available, namely the name of the rearrangement algorithm, the rearrangement model that it considers, and its description. The name and the description of an algorithm can be edited; the audit results, and even all the information about an algorithm, can be deleted. To perform any of these operations, the user has to enter a 128-bit password exchanged between the client and the web server using RSA and recorded in the same file as the AES key and the algorithm ID.

The time needed to complete the audit of a rearrangement algorithm is not easily predictable because it depends on many factors, such as the complexity of the algorithm, number of threads chosen, Internet bandwidth, and CPU speed. For instance, we implemented Watterson et. al. [126] algorithm and audited it with GRAAu using a computer featuring a Intel Core 2 Duo CPU at 2.20 GHz and a broadband Internet connection $(4 \mathrm{Mbps})$. The audit took less than 4 hours to complete. On the other hand, it took about 72 hours to audit a naive implementation of the algorithm of

Kececioglu and Sankoff algorithm [84] using the same configuration.

### 2.4 Application of GRAAu

In this section, we present some results that we have obtained by using GRAAu to evaluate approximation algorithms for two variants of the rearrangement sorting problem, namely the problem of sorting by prefix reversals and the problem of sorting by prefix transpositions.

### 2.4.1 Sorting by Prefix Reversals

In this section, we present the results the we have obtained from the audit of two versions of the 2-approximation algorithm developed by Fischer and Ginzinger 55 for the problem of sorting by prefix reversals. As we have shown in Section 2.2.3, this is the best known approximation algorithm for this problem. Before we present the results, we provide a brief description of the theory underlying their algorithm.

Given a permutation $\pi$ in $S_{n}$, we extend it with two elements $\pi_{0}=0$ and $\pi_{n+1}=$ $n+1$. The extended permutation is still denoted by $\pi$. The prefix reversal distance of $\pi$ is denoted by $d_{p r}(\pi)$. A breakpoint in $\pi$ is a pair of adjacent elements $\left(\pi_{i}, \pi_{i+1}\right)$ such that $\left|\pi_{i}-\pi_{i+1}\right| \neq 1,1 \leq i \leq n$. Note that the pair $\left(\pi_{0}, \pi_{1}\right)$ is not considered a breakpoint. The number of breakpoints in $\pi$ is denoted by $b_{p r}(\pi)$.

Example 1. Let $\pi=(0132456)$ be an extended permutation. Then, we have that the pairs of adjacent elements $(1,3)$ and $(2,4)$ are breakpoints, therefore $b_{p r}(\pi)=2$.

Note that $b_{p r}(\pi)=0$ if and only if $\pi=\iota$. Since a prefix reversal can remove at most one breakpoint of an unsigned permutation, the following lemma holds.

Lemma 1 (Fischer and Ginzinger (55). For any unsigned permutation $\pi$, we have that $d_{p r}(\pi) \geq b_{p r}(\pi)$.

A strip of $\pi$ is a subsequence of contiguous elements $\pi_{i} \pi_{i+1} \ldots \pi_{j}, 1 \leq i \leq j \leq n$, such that $\left(\pi_{i-1}, \pi_{i}\right)$ and $\left(\pi_{j}, \pi_{j+1}\right)$ are breakpoints, and none of the pairs $\left(\pi_{k}, \pi_{k+1}\right), i$ $\leq k \leq j-1$, is a breakpoint. A strip with more than one element is called decreasing if $\pi_{i}>\pi_{i+1}>\cdots>\pi_{j}$, otherwise it is called increasing.

Example 2. Let $\pi$ be the permutation of Example 1. Then, we have that 1, 3 2, and $\underline{45}$ are strips of $\pi$. In addition, the second one is an decreasing strip and the last one is an increasing strip.

Unless stated otherwise, in the rest of this section we will only consider permutations where the pair of elements $\left(\pi_{n}, \pi_{n+1}\right)$ is a breakpoint. This is simply because if there are $m$ ordered elements at the end of $\pi$, say $\pi=\left(\pi_{1}, \ldots, \pi_{n-m}, n-m+\right.$ $1, \ldots, n-1, n)$, we can reduce the problem of sorting $\pi$ to sorting the permutation $\sigma=\left(\pi_{1}, \ldots, \pi_{n-m}\right)$.

The breakpoint graph $G(\pi)=(V, E)$ of a permutation $\pi \in S_{n}$ is a directed graph whose vertex set is composed by the elements of $\pi$ - that is, $V=\left\{\pi_{0}, \pi_{1} \ldots, \pi_{n+1}\right\}-$ and whose edge set $E$ is composed by so-called red and blue edges, defined as follows: an edge $e$ is red if $e=\left(\pi_{i}, \pi_{i+1}\right)$ and position $i$ is a breakpoint, or $e=\left(\pi_{0}, \pi_{1}\right)$ and $\left|\pi_{0}-\pi_{1}\right| \neq 1$; an edge $e=\left(\pi_{i}, \pi_{j}\right), 1 \leq i<j \leq n+1$, is blue if $\pi_{j}=\pi_{i} \pm 1$ and $i$ $<j-1$. Figure 2.2 illustrates the breakpoint graph of permutation (4 213 ).


Figure 2.2: Breakpoint graph $G(\pi)$ of permutation $\pi=\left(\begin{array}{lll}4 & 2 & 1\end{array}\right)$.
Let $\pi$ be an unsigned permutation and $e=\left(\pi_{i}, \pi_{j}\right)$ be a blue edge of $G(\pi)$. Since there is at least one adjacent red edge on each side of $e$, we can classify it into at least one of the following types:

- type 1 , if $\left(\pi_{i-1}, \pi_{i}\right)$ and $\left(\pi_{j-1}, \pi_{j}\right)$ are red edges;
- type 2 , if $\left(\pi_{i}, \pi_{i+1}\right)$ and $\left(\pi_{j}, \pi_{j+1}\right)$ are red edges;
- type 3 , if $\left(\pi_{i}, \pi_{i+1}\right)$ and $\left(\pi_{j-1}, \pi_{j}\right)$ are red edges;
- or type 4 , if $\left(\pi_{i-1}, \pi_{i}\right)$ and $\left(\pi_{j}, \pi_{j+1}\right)$ are red edges.

Moreover, a blue edge $e=\left(\pi_{i}, \pi_{j}\right)$ is said to be a good edge if at least one of the three conditions holds:

1. $e$ is of type 1 with $i=1$;
2. $e$ is of type 2 with $i \neq 0$;
3. $e$ is of type 3 .

Fischer and Ginzinger 55 have shown that if the breakpoint graph of a permutation $\pi \in S_{n}$ has a good blue edge, then it is possible to remove a breakpoint with at most two prefix reversals, such as described next:

- if the blue edge $e=\left(\pi_{i}, \pi_{j}\right)$ satisfies condition (1), then $\left(\pi_{j-1}, \pi_{j}\right)$ is a breakpoint because $e$ is of type 1, and the prefix reversal $\operatorname{pr}(j-1)$ removes it since $\sigma_{j-1}=$ $\pi_{i}$ and $\sigma_{j}=\pi_{j}$ in the permutation $\sigma=\pi \circ \operatorname{pr}(j-1)$;
- if the blue edge $e=\left(\pi_{i}, \pi_{j}\right)$ satisfies condition (2), we can apply the prefix reversal $\operatorname{pr}(j)$ on $\pi$, yielding the permutation $\sigma=\pi \circ \operatorname{pr}(j)$. Note that $j<n+$ 1 since $e$ is of type 2; therefore the prefix reversal $\operatorname{pr}(j)$ is valid. The breakpoint graph $G(\sigma)$ contains the blue edge $e^{\prime}=\left(\sigma_{1}, \sigma_{j-i+1}\right)$ because $\sigma_{1}=\pi_{j}$ and $\sigma_{j-i+1}$
$=\pi_{i}$; moreover, $\left(\sigma_{j-i}, \sigma_{j-i+1}\right)$ is a breakpoint because $\sigma_{j-i}=\pi_{i}$ and $\sigma_{j-i+1}=$ $\pi_{i+1}$, and the prefix reversal $\operatorname{pr}(j-i)$ removes it since $\gamma_{j-i}=\sigma_{1}$ and $\gamma_{j-i+1}=$ $\sigma_{j-i+1}$ in the permutation $\gamma=\sigma \circ \operatorname{pr}(j-i)$;
- if the blue edge $e=\left(\pi_{i}, \pi_{j}\right)$ satisfies condition (3), we can apply the prefix reversal $\operatorname{pr}(i)$ on $\pi$, yielding the permutation $\sigma=\pi \circ \operatorname{pr}(i)$. The breakpoint graph $G(\sigma)$ contains the blue edge $e^{\prime}=\left(\sigma_{1}, \sigma_{j}\right)$ because $\sigma_{1}=\pi_{i}$ and $\sigma_{j}=$ $\pi_{j}$; moreover, $\left(\sigma_{j-1}, \sigma_{j}\right)$ is a breakpoint because $\sigma_{j-1}=\pi_{j-1}$ and $\sigma_{j}=\pi_{j}$, and the prefix reversal $\operatorname{pr}(j-1)$ removes it since $\gamma_{j-1}=\sigma_{1}$ and $\gamma_{j}=\sigma_{j}$ in the permutation $\gamma=\sigma \circ \operatorname{pr}(j-1)$. Note that if $i=1$, then we do not need to apply the prefix reversal $\operatorname{pr}(i)$.

If the breakpoint graph of a permutation $\pi \in S_{n}, \pi \neq \iota$, does not have a good blue edge, then Fischer and Ginzinger [55] have proved that $\pi$ is of the form

$$
\pi=(\underbrace{p_{1} \ldots 1}_{l_{1}} \underbrace{p_{2} \ldots p_{1}+1}_{l_{2}} \cdots \underbrace{l \ldots p_{b_{p r}(\pi)-1}+1}_{l_{b_{p r}(\pi)}}) .
$$

In other words, $\pi$ consists of $b_{p r}(\pi) \geq 2$ decreasing strips of length $l_{i}$ for all $1 \leq i$ $\leq b_{p r}(\pi)$. In this case, they have demonstrated that the sequence of $2 b_{p r}(\pi)$ prefix reversals

$$
\operatorname{pr}(n), \operatorname{pr}\left(n-l_{1}\right), \operatorname{pr}(n), \operatorname{pr}\left(n-l_{2}\right), \ldots, \operatorname{pr}(n), \operatorname{pr}\left(n-l_{b_{p r}}(\pi)\right)
$$

sorts $\pi$.
Therefore, it is possible to sort any unsigned permutation $\pi$ applying no more than $2 b_{p r}(\pi)$ prefix reversals using the following strategy. While $G(\pi)$ contains good blue edges, we choose one of them and apply at most two prefix reversals to remove a breakpoint; if it is not the case, the permutation will have the form described previously, so we can sort it applying $2 b_{p r}(\pi)$ prefix reversals. Since $d_{p r}(\pi) \geq b_{p r}(\pi)$ (Lemma 1), we have that any algorithm using such strategy is a 2 -approximation.

Fischer and Ginzinger [55 have not specified an algorithm that implements this strategy. They have only said that good blue edges that satisfy condition (1) were preferred over good blue edges that satisfy conditions (2) and (3) because the former just need one prefix reversal to remove a breakpoint instead of two. For this reason, we have considered two algorithms: one that favors good blue edges satisfying condition (2) over good blue edges satisfying condition (3) (Algorithm 2), and another one that favors the opposite (Algorithm 3). We have audited algorithms 2 and 3 with GRAAu, and the results are presented in tables 2.16 and 2.17 respectively. As we can see later in Figure 2.3, both algorithms exhibited a very similar performance, with a small advantage to Algorithm 3 .

Fischer and Ginzinger [55] have conducted a different experimental investigation on the performance of their algorithm. They have computed the prefix reversal distance of 10,000 random permutations of length up to 71 using a branch-and-bound method
Algorithm 2: 2-approximation algorithm for sorting by prefix reversals
Data: A permutation $\pi \in S_{n}$.
Result: Number of prefix reversals applied to sort $\pi$.
$d \leftarrow 0 ;$
while $\pi \neq \iota$ do
if $G(\pi)$ contains a good blue edge $\left(\pi_{i}, \pi_{j}\right)$ satisfying condition (1) then
$\pi \leftarrow \pi \circ p r(j-1) ;$
$d \leftarrow d+1 ;$
else if $G(\pi)$ contains a good blue edge $\left(\pi_{i}, \pi_{j}\right)$ satisfying condition (2) then
$\pi \leftarrow \pi \circ \operatorname{pr}(j)$;
$\pi \leftarrow \pi \circ p r(j-i) ;$
$d \leftarrow d+2 ;$
else if $G(\pi)$ contains a good blue edge ( $\pi_{i}, \pi_{j}$ ) satisfying condition (3) then
$\pi \leftarrow \pi \circ p r(i) ;$
$\pi \leftarrow \pi \circ \operatorname{pr}(j-1) ;$
$d \leftarrow d+2 ;$
else
Let $l$ be the number of elements of $\pi$ that are not ordered elements at
the end of $\pi$, and let $l_{i}$ be the length of the $i$-th strip of $\pi$;
$\pi \leftarrow \pi \circ p r(l) \circ p r\left(l-l_{1}\right) \circ p r(l) \circ p r\left(l-l_{2}\right) \circ \cdots p r(l) \circ p r(l-$
$\left.l_{b_{p r}}(\pi)\right)$;
$d \leftarrow d+2 b_{p r}(\pi) ;$
end
end
return $d$;

Table 2.16: Results from the audit of Algorithm 2

| $\mathbf{n}$ | Diameter | Avg. Distance | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 3 | 1.50 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 5 | 2.79 | 1.09 | 1.33 | $70.83 \%$ |
| 5 | 8 | 4.01 | 1.12 | 1.75 | $62.50 \%$ |
| 6 | 9 | 5.26 | 1.14 | 1.80 | $51.25 \%$ |
| 7 | 12 | 6.50 | 1.15 | 1.83 | $42.54 \%$ |
| 8 | 14 | 7.74 | 1.16 | 1.83 | $34.51 \%$ |
| 9 | 15 | 8.98 | 1.17 | 2.00 | $27.75 \%$ |
| 10 | 17 | 10.21 | 1.17 | 2.00 | $22.17 \%$ |
| 11 | 19 | 11.45 | 1.18 | 2.00 | $17.63 \%$ |
| 12 | 21 | 12.68 | 1.18 | 2.00 | $13.98 \%$ |
| 13 | 23 | 13.91 | 1.19 | 2.00 | $11.07 \%$ |

```
Algorithm 3: 2-approximation algorithm for sorting by prefix reversals
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of prefix reversals applied to sort \(\pi\).
    \(d \leftarrow 0\);
    while \(\pi \neq \iota\) do
        if \(G(\pi)\) contains a good blue edge \(\left(\pi_{i}, \pi_{j}\right)\) satisfying condition (1) then
            \(\pi \leftarrow \pi \circ \operatorname{pr}(j-1) ;\)
            \(d \leftarrow d+1 ;\)
        else if \(G(\pi)\) contains a good blue edge \(\left(\pi_{i}, \pi_{j}\right)\) satisfying condition (3) then
            \(\pi \leftarrow \pi \circ p r(i) ;\)
            \(\pi \leftarrow \pi \circ \operatorname{pr}(j-1) ;\)
            \(d \leftarrow d+2 ;\)
        else if \(G(\pi)\) contains a good blue edge \(\left(\pi_{i}, \pi_{j}\right)\) satisfying condition (2) then
            \(\pi \leftarrow \pi \circ p r(j)\);
            \(\pi \leftarrow \pi \circ \operatorname{pr}(j-i) ;\)
            \(d \leftarrow d+2 ;\)
        else
            Let \(l\) be the number of elements of \(\pi\) that are not ordered elements at
            the end of \(\pi\), and let \(l_{i}\) be the length of the \(i\)-th strip of \(\pi\);
            \(\pi \leftarrow \pi \circ \operatorname{pr}(l) \circ \operatorname{pr}\left(l-l_{1}\right) \circ \operatorname{pr}(l) \circ \operatorname{pr}\left(l-l_{2}\right) \circ \cdots \operatorname{pr}(l) \circ \operatorname{pr}(l-\)
            \(\left.l_{b_{p r}}(\pi)\right)\);
            \(d \leftarrow d+2 b_{p r}(\pi) ;\)
        end
    end
    return \(d\);
```

Table 2.17: Results from the audit of Algorithm 3

| $\mathbf{n}$ | Diameter | Avg. Distance | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 3 | 1.50 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 5 | 2.71 | 1.06 | 1.33 | $79.17 \%$ |
| 5 | 7 | 3.93 | 1.10 | 1.75 | $69.17 \%$ |
| 6 | 9 | 5.18 | 1.12 | 1.75 | $57.36 \%$ |
| 7 | 11 | 6.44 | 1.14 | 1.75 | $47.66 \%$ |
| 8 | 13 | 7.68 | 1.15 | 1.83 | $38.94 \%$ |
| 9 | 15 | 8.93 | 1.16 | 1.86 | $31.61 \%$ |
| 10 | 17 | 10.17 | 1.17 | 1.89 | $25.52 \%$ |
| 11 | 19 | 11.41 | 1.18 | 1.90 | $20.54 \%$ |
| 12 | 21 | 12.65 | 1.18 | 1.91 | $16.48 \%$ |
| 13 | 23 | 13.89 | 1.19 | 1.91 | $13.20 \%$ |



Figure 2.3: Performance comparison between algorithms 2 and 3 based on the results provided by GRAAu.
and have compared them with the distance computed by the algorithm. The results they have obtained led them to believe that "with a deeper analysis of the algorithm the theoretical approximation ratio could even be lowered". Our results point to an opposite direction.

In the case of Algorithm 2, the maximum ratio has matched the theoretical approximation ratio, which is equal to 2 , for $9 \leq n \leq 13$. This is sufficient for proving that the approximation ratio of Algorithm 2 is tight (Theorem 1). In the case of Algorithm 3, the maximum ratio has not matched the theoretical approximation ratio, but it seems to be converging to it. Therefore, we conjecture that the approximation ratio of Algorithm 3 is tight (Conjecture 11).

Theorem 1. The approximation ratio of Algorithm 2 is tight.
Proof. Let $\pi=(178243956)$ be an unsigned permutation. Since $d_{p r}(\pi) \geq b_{p r}(\pi)$ $=6$ and the sequence of prefix reversals $\operatorname{pr}(3), \operatorname{pr}(6), \operatorname{pr}(2), \operatorname{pr}(7), \operatorname{pr}(9), \operatorname{pr}(6)$ sorts $\pi$, we have that $d_{p r}(\pi)=6$. On the other hand, Algorithm 2 sorts $\pi$ as follows:

1. As we can see in Figure 2.4(a), $G(\pi)$ does not contain a blue edge satisfying condition (1), but it contains a blue edge satisfying condition (2), namely ( $\pi_{1}$, $\left.\pi_{4}\right)$. Therefore, Algorithm 2 applies the prefix reversal $\operatorname{pr}(4)$ followed by the prefix reversal $\operatorname{pr}(3)$, yielding the permutation $\pi=\left(\begin{array}{ll}7 & 8243956\end{array}\right)$;
2. As we can see in Figure 2.4(b), $G(\pi)$ does not contain a blue edge satisfying condition (1), but it contains a blue edge satisfying condition (2), namely ( $\pi_{2}$, $\pi_{7}$ ). Therefore, Algorithm 2 applies the prefix reversal $\operatorname{pr}(7)$ followed by the prefix reversal $\operatorname{pr}(5)$, yielding the permutation $\pi=\left(\begin{array}{l}214398756\end{array}\right)$;
3. As we can see in Figure 2.4(c), $G(\pi)$ does not contain a blue edge satisfying condition (1), but it contains a blue edge satisfying condition (2), namely ( $\pi_{7}$,
$\pi_{9}$ ). Therefore, Algorithm 2 applies the prefix reversal $\operatorname{pr}(9)$ followed by the prefix reversal $\operatorname{pr}(2)$, yielding the permutation $\pi=\left(\begin{array}{ll}567893412\end{array}\right)$;
4. As we can see in Figure 2.4(d), $G(\pi)$ does not contain a blue edge satisfying condition (1) neither a blue edge satisfying condition (2), but it contains a blue edge satisfying condition (3), namely ( $\pi_{5}, \pi_{10}$ ). Therefore, Algorithm 2 applies the prefix reversal $\operatorname{pr}(5)$ followed by the prefix reversal $\operatorname{pr}(9)$, yielding the permutation $\pi=(214356789)$;
5. As we can see in Figure 2.4(e), $G(\pi)$ does not contain a good blue edge, so let $\sigma=\left(\pi_{1} \pi_{2} \pi_{3} \pi_{4}\right)=\left(\begin{array}{lll}2 & 1 & 4\end{array}\right)$ be the permutation formed by the elements of $\pi$ that are out of position (note that the elements $\pi_{5}, \pi_{6}, \pi_{7}, \pi_{8}$, and $\pi_{9}$ are ordered elements at the end of $\pi$ ). We have that Algorithm 2 sorts $\pi$ applying the sequence of $2 b_{p r}(\sigma)=4$ prefix reversals $\operatorname{pr}(4), \operatorname{pr}(2), \operatorname{pr}(4)$, and $\operatorname{pr}(2)$.

Thus, denoting by $A_{2}(\pi)$ the number of prefix reversals applied by Algorithm 2 for sorting $\pi$, we have that $A_{\text {包 }}(\pi)=12$.

Let $\gamma=(1782439561011 \ldots n), n \geq 10$, be an unsigned permutation. Since the elements $\gamma_{i}, 10 \leq i \leq n$, are in the right position, Algorithm 2 will sort $\gamma$ the same way it sorts $\pi$; moreover, we have that $d_{p r}(\gamma)=d_{p r}(\pi)=6$. Therefore, $\frac{A_{2}(\gamma)}{d_{p r}(\gamma)}=$ $\frac{12}{6}=2$.

(a) $G(\pi)$ for $\pi=(178243956)$

(c) $G(\pi)$ for $\pi=(214398756)$

(b) $G(\pi)$ for $\pi=(782143956)$

(d) $G(\pi)$ for $\pi=(567893412)$

(e) $G(\pi)$ for $\pi=(214356789)$

Figure 2.4: Breakpoint graphs of the permutations produced by Algorithm 2 when sorting permutation $\pi=(178243956)$.

Conjecture 1. The approximation ratio of Algorithm 3 is tight.

### 2.4.2 Sorting by Prefix Transpositions

In this section, we present the results that we have obtained from the audit of two approximation algorithms for the problem of sorting by prefix transpositions. The 2-approximation algorithm proposed by Dias and Meidanis [42]; it is the best known approximation algorithm for this problem and an improved version of this algorithm proposed by us. As we did in the previous section, before we present the results, we provide a brief description of the theory underlying these algorithms.

Given a permutation $\pi$ in $S_{n}$, we extend it with two elements $\pi_{0}=0$ and $\pi_{n+1}$ $=n+1$. The extended permutation is still denoted by $\pi$. The prefix transposition distance of $\pi$ is denoted by $d_{p t}(\pi)$. A breakpoint in $\pi$ is a pair of adjacent elements $\left(\pi_{i}, \pi_{i+1}\right)$ such that $\pi_{i+1}-\pi_{i} \neq 1,1 \leq i \leq n$. Note that the pair $\left(\pi_{0}, \pi_{1}\right)$ is not considered a breakpoint. The number of breakpoints in $\pi$ is denoted by $b_{p t}(\pi)$.

Example 3. Let $\pi=(0134256)$ be an extended permutation. Then, we have that the pairs $(1,3),(4,2)$, and $(2,5)$ are breakpoints; therefore $b_{p t}(\pi)=3$.

Note that $b_{p t}(\pi)=0$ if and only if $\pi=\iota$. Since a prefix transposition can remove at most two breakpoints of an unsigned permutation, the following lemma holds.

Lemma 2 (Dias and Meidanis [42]). For any unsigned permutation $\pi$, we have that $d_{p t}(\pi) \geq \frac{b_{p t}(\pi)}{2}$.

A strip of $\pi$ is a subsequence of contiguous elements $\pi_{i} \pi_{i+1} \ldots \pi_{j}, 1 \leq i \leq j \leq n$, such that $\left(\pi_{i-1}, \pi_{i}\right)$ and $\left(\pi_{j}, \pi_{j+1}\right)$ are breakpoints, and none of the pairs $\left(\pi_{k}, \pi_{k+1}\right)$, $i \leq k \leq j-1$, is a breakpoint.

Example 4. Let $\pi$ be the permutation of Example 3. Then, we have that $\underline{1}, \underline{3}$ 4, $\underline{2}$, and $\underline{5}$ are strips of $\pi$.

Dias and Meidanis 42 have shown that it is always possible to remove at least one breakpoint of a unsigned permutation $\pi$ by applying a prefix transposition. Let $\pi \in$ $S_{n}$ and let $\pi_{1} \ldots \pi_{i}$ be the first strip of $\pi$. If $\pi_{i}<n$, then there exists a strip of $\pi$ that begins with the element $\pi_{j}=\pi_{i}+1$ such that $i<j-1$ and $\left(\pi_{j-1}, \pi_{j}\right)$ is a breakpoint. In this case, the prefix transposition $p t(i+1, j)$ removes that breakpoint. Otherwise, if $\pi_{i}=n$, then the prefix transposition $p t(i+1, n+1)$ removes the breakpoint ( $\pi_{n}$, $\left.\pi_{n+1}\right)$. Algorithm 4 is the algorithm derived from this analysis. Since it removes at least one breakpoint for each prefix transposition it applies and $d_{p t}(\pi) \geq \frac{b_{p t}(\pi)}{2}$ (Lemma 22), we have that Algorithm 4 is a 2 -approximation.

Dias and Meidanis 42] have noted that a prefix transposition can eliminate two breakpoints and proved that there exists at most one such prefix transposition. Let $\pi \in S_{n}$ and let $p t(i, j)$ be the prefix transposition that removes two breakpoints of $\pi$. We have that $\pi \circ p t(i, j)=\left(\pi_{i} \ldots \pi_{j-1} \pi_{1} \ldots \pi_{i-1} \pi_{j} \ldots \pi_{n}\right)$, where $\pi_{i-1} \neq \pi_{i}$ $-1, \pi_{j-1} \neq \pi_{j}-1, \pi_{j-1}=\pi_{1}-1$, and $\pi_{i-1}=\pi_{j}-1$. Therefore, $\pi_{1}$ determines uniquely the index $j$, and $j$ determines uniquely the index $i$. It means that we can
make Algorithm 4 "greedier" - that is, before applying the prefix transposition which removes one breakpoint, we can verify if it is possible to apply the prefix transposition which removes two. Such an algorithm is presented in Algorithm 5. It is easy to see that this algorithm is a 2 -approximation as well.

```
Algorithm 4: 2-approximation algorithm for sorting by prefix transpositions
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of prefix transpositions applied to sort \(\pi\)
    \(d \leftarrow 0\);
    while \(\pi \neq \iota\) do
        Let \(\pi_{i}\) be the last element of the first strip of \(\pi\);
        if \(\pi_{i}=n\) then
                \(\pi \leftarrow \pi \circ p t(i+1, n+1) ;\)
                \(d \leftarrow d+1 ;\)
        else
            Let \(\pi_{j}\) be the element of \(\pi\) such that \(\pi_{j}=\pi_{i}+1\);
            \(\pi \leftarrow \pi \circ p t(i+1, j)\);
                \(d \leftarrow d+1 ;\)
        end
    end
    return \(d\);
```

```
Algorithm 5: Improved 2-approximation algorithm for sorting by prefix trans-
positions
```

    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of prefix transpositions applied to sort \(\pi\)
    \(d \leftarrow 0\);
    while \(\pi \neq \iota\) do
        Let \(i\) be the position of \(\pi_{1}-1\) in \(\pi\);
        \(y \leftarrow i+1 ;\)
        Let \(j\) be the position of \(\pi_{y}-1\) in \(\pi\);
        \(x \leftarrow j+1\);
        if \(x>1\) and \(x<y\) then
            \(\pi \leftarrow \pi \circ p t(x, y)\);
            \(d \leftarrow d+1 ;\)
        else
            Apply the same steps as shown in lines 3-11 of Algorithm 4;
        end
    end
    return \(d\);
    We have audited algorithms 4 and 5 with GRAAu, and the results are presented in tables 2.18 and 2.19, respectively. As we can see in Figure 2.5. Algorithm 5 presented
much better results than Algorithm 4; however, when it comes to the maximum ratio obtained for both algorithms, the results suggest that it is converging to the theoretical approximation ratio, which is equal to 2 . Before proving that the maximum ratio of these algorithms indeed converges to 2 , we must introduce some concepts and notation.

Table 2.18: Results obtained from the audit of Algorithm 4

| $\mathbf{n}$ | Diameter | Avg. Distance | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 2 | 1.17 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 3 | 1.92 | 1.06 | 1.50 | $87.50 \%$ |
| 5 | 4 | 2.72 | 1.12 | 1.50 | $70.83 \%$ |
| 6 | 5 | 3.55 | 1.16 | 1.67 | $54.72 \%$ |
| 7 | 6 | 4.41 | 1.20 | 1.67 | $39.60 \%$ |
| 8 | 7 | 5.28 | 1.24 | 1.75 | $26.92 \%$ |
| 9 | 8 | 6.17 | 1.27 | 1.75 | $17.33 \%$ |
| 10 | 9 | 7.07 | 1.29 | 1.80 | $10.55 \%$ |
| 11 | 10 | 7.98 | 1.32 | 1.80 | $6.07 \%$ |
| 12 | 11 | 8.90 | 1.34 | 1.83 | $3.32 \%$ |
| 13 | 12 | 9.82 | 1.36 | 1.83 | $1.73 \%$ |

Table 2.19: Results obtained from the audit of Algorithm 5

| $\mathbf{n}$ | Diameter | Avg. Distance | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 2 | 1.17 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 3 | 1.79 | 1.00 | 1.00 | $100.00 \%$ |
| 5 | 4 | 2.45 | 1.01 | 1.33 | $97.50 \%$ |
| 6 | 5 | 3.10 | 1.01 | 1.33 | $95.28 \%$ |
| 7 | 6 | 3.77 | 1.02 | 1.50 | $91.11 \%$ |
| 8 | 7 | 4.43 | 1.03 | 1.50 | $86.61 \%$ |
| 9 | 8 | 5.10 | 1.04 | 1.60 | $81.31 \%$ |
| 10 | 9 | 5.77 | 1.05 | 1.60 | $75.55 \%$ |
| 11 | 10 | 6.44 | 1.06 | 1.67 | $69.64 \%$ |
| 12 | 11 | 7.12 | 1.07 | 1.67 | $63.56 \%$ |
| 13 | 12 | 7.79 | 1.07 | 1.71 | $57.58 \%$ |

We say that a permutation is reduced if it only contains strips of length 1 . We can reduce any permutation that contains one or more strips of length $>1$ as follows.


Figure 2.5: Performance comparison between algorithms 4 and 5 based on the results provided by GRAAu.

Discard the right-most strip if it ends with $n$, then keep the minimal element of each strip of $\pi$, and finally renumber the remaining elements appropriately. For example, the reduced permutation corresponding to ( $\underline{12} \underline{45} \underline{3} \underline{6}$ ), in which strips are underlined, is ( $1 \underline{3} \underline{2}$ ), through discarding the strip $\underline{6}$ and replacing strips $\underline{12}, \underline{4}$, and $\underline{3}$ by $\underline{1}$, $\underline{3}$, and $\underline{2}$ respectively. Lemmas 3 and 4 allow us to restrict our attention to sorting reduced permutations. With regard to Lemma 3, we remark that Christie [30 has proved an analogous result for the problem of sorting by transpositions, and our proof is a direct adaptation of that provided by him.

Lemma 3. If a permutation $\pi \in S_{n}$ is reduced to a permutation $\sigma \in S_{m}, m \leq n$, then $d_{p t}(\pi)=d_{p t}(\sigma)$.

Proof. Clearly $d_{p t}(\pi) \leq d_{p t}(\sigma)$, since any prefix transposition on $\sigma$ may be mimicked by a prefix transposition on $\pi$. It remains to be shown that $d_{p t}(\sigma) \leq d_{p t}(\pi)$.

Form a vector $V_{\pi}$ of length $n$ by inserting $n-m$ asterisks $\left({ }^{*}\right)$ into $\sigma$ such that $V_{\pi}[i]$ is an asterisk if $i>1$ and $\left(\pi_{i-1}, \pi_{i}\right)$ is not a breakpoint in $\pi$ or $\pi_{j}=j$ for all $j \geq i$. For example, if $\pi=\left(\begin{array}{ll}1 & 3\end{array} 478269\right)$, then $\sigma=\left(\begin{array}{lll}1 & 3 & 5\end{array} 24\right)$, and $V_{\pi}$ $=[13 * * 5 * 24 *]$. Then any prefix transposition on $\pi$ can be applied to $V_{\pi}$, and ignoring asterisks this prefix transposition can be applied to $\sigma$. Note that if any prefix transposition on $V_{\pi}$ moves a block that consists only of asterisks, then the corresponding prefix transposition on $\sigma$ does nothing, so can be ignored. A sequence of prefix transpositions that sorts $\pi$ will sort $V_{\pi}$ (ignoring asterisks), and so a sequence of prefix transpositions of at most the same length exists that sorts $\sigma$. Hence $d_{p t}(\sigma)$ $\leq d_{p t}(\pi)$, and the lemma has been proved.

Lemma 4. Let $A_{[\pi}(\pi)$ and $A_{5}(\pi)$ be the number of prefix transpositions applied by algorithms 4 and 5, respectively, to sort an unsigned permutation $\pi$. If $\pi$ is reduced


Proof．The claim follows directly from the fact that algorithms 4 and 5 never apply a prefix transposition that breaks a strip apart．

To prove that the approximation ratio of Algorithm 4 is tight（see Theorem 2）， we show that there exists a class of permutations，denoted by $H^{n}$ ，for which $\mathrm{A}_{4}\left(H^{n}\right)$ is（asymptotically）twice the prefix transposition distance．

Lemma 5．Let $H^{n}$ be an unsigned permutation of size $n$ ，where $n$ is an even integer， such that

$$
H_{i}^{n}= \begin{cases}n-\frac{i-1}{2} & \text { if } i \in\{1,3,5, \ldots, n-1\} \\ \frac{i}{2} & \text { if } i \in\{2,4,6, \ldots, n\}\end{cases}
$$

Then，we have $d_{p t}\left(H^{n}\right)=\frac{n}{2}$ ．
Proof．The proof follows from induction on $n$ ．As for the base case，we have $d_{p t}\left(H^{2}\right)$ $=1$ ．As for the induction step，assume that $d_{p t}\left(H^{k}\right)=\frac{k}{2}$ for $k \in\{2,4, \ldots, n\}$ ．If we apply the prefix transposition $p t(3,4)$ on $H^{n+2}$ ，we obtain the unsigned permutation $\pi=H^{n+2} \circ p t(3,4)$ such that

$$
\pi_{i}= \begin{cases}n+i & \text { if } i \in\{1,2\} \\ i-2 & \text { if } i \in\{3,4\} \\ n-\frac{i-5}{2} & \text { if } i \in\{5,7,9, \ldots, n+1\} \\ \frac{i}{2} & \text { if } i \in\{6,8,10, \ldots, n+2\}\end{cases}
$$

But the permutation $\pi$ can be reduced to permutation $H^{n}$ ，therefore $d_{p t}\left(H^{n+2}\right) \leq 1$ $+d_{p t}\left(H^{n}\right)=\frac{n+2}{2}$ ．Since $d_{p t}\left(H^{n+2}\right) \geq \frac{b_{p t}\left(H^{n+2}\right)}{2}=\frac{n+2}{2}$ ，we conclude that $d_{p t}\left(H^{n+2}\right)=$ $\frac{n+2}{2}$ ，and the lemma follows．

Lemma 6．$A_{\text {雨 }}\left(H^{n}\right)=n-1$ ．
Proof．The proof follows from induction on $n$ ．As for the base case，we have $A_{\text {鳥 }}\left(H^{2}\right)$ $=1$ ．As for the induction step，assume that $A_{\llbracket}\left(H^{k}\right)=k-1$ for $k \in\{2,4, \ldots, n\}$ ．If permutation $H^{n+2}$ is given as input to Algorithm 4，it will apply the prefix transpo－ sition $p t(2, n+3)$ followed by prefix transposition $p t(2,3)$ ，yielding the permutation $\pi$ such that

$$
\pi_{i}= \begin{cases}n+1 & \text { if } i=1 \\ i-1 & \text { if } i \in\{2,3\} \\ n-\frac{i-4}{2} & \text { if } i \in\{4,6,8, \ldots, n\} \\ \frac{i+1}{2} & \text { if } i \in\{5,7,9, \ldots, n+1\} \\ n+2 & \text { if } i=n+2\end{cases}
$$

But the permutation $\pi$ can be reduced to the permutation $H^{n}$ ，therefore $A_{\boxed{4}}\left(H^{n+2}\right)=$ $A_{\text {何 }}\left(H^{n}\right)+2=n+1$ and the lemma follows．

Theorem 2．The approximation ratio of Algorithm 4 is tight．

Proof. By lemmas 5 and 6 , we have $\frac{4\left(H^{n}\right)}{d_{p t}\left(H^{n}\right)}=\frac{2 n-2}{n}$. Since this ratio converges to 2 in the limit, the theorem follows.

The proof that the approximation ratio of Algorithm 5 is tight (see Theorem 3) is very similar to that of Theorem 2. We show that there exists a class of permutations, denoted by $P^{n}$, for which $\mathrm{A}_{5}\left(P^{n}\right)$ is (asymptotically) twice the prefix transposition distance. The only difference is that we need more intermediate results (see Lemmas 7. 8, and 9).

Lemma 7. Let $J^{n}$ be an unsigned permutation of size $n$, where $n$ is an even integer, such that

$$
J_{i}^{n}= \begin{cases}2 i & \text { if } i \in\left\{1,2,3, \ldots, \frac{n}{2}\right\} \\ 2\left(i-\frac{n}{2}\right)-1 & \text { if } i \in\left\{\frac{n}{2}+1, \frac{n}{2}+2, \frac{n}{2}+3, \ldots, n\right\}\end{cases}
$$

Then, we have $d_{p t}\left(J^{n}\right)=\frac{n}{2}$.
Proof. The proof follows from induction on $n$. As for the base case, we have $d_{p t}\left(J^{2}\right)$ $=1$. As for the induction step, assume that $d_{p t}\left(J^{k}\right)=\frac{k}{2}$ for $k \in\{2,4, \ldots, n\}$. If we apply the prefix transposition $p t\left(2, \frac{n+2}{2}+2\right)$ on $J^{n+2}$, we obtain the unsigned permutation $\pi=J^{n+2} \circ p t\left(2, \frac{n+2}{2}+2\right)$ such that

$$
\pi_{i}= \begin{cases}2(i+1) & \text { if } i \in\left\{1,2,3, \ldots, \frac{n}{2}\right\} \\ 1 & \text { if } i=\frac{n+2}{2} \\ 2 & \text { if } i=\frac{n+2}{2}+1 \\ 2\left(i-\frac{n+2}{2}\right)-1 & \text { if } i \in\left\{\frac{n+2}{2}+2, \frac{n}{2}+3, \frac{n}{2}+4, \ldots, n+2\right\} .\end{cases}
$$

But the permutation $\pi$ can be reduced to permutation $J^{n}$, therefore $d_{p t}\left(J^{n+2}\right) \leq 1+$ $d_{p t}\left(J^{n}\right)=\frac{n+2}{2}$. Since $d_{p t}\left(J^{n+2}\right) \geq \frac{b_{p t}\left(J^{n+2}\right)}{2}=\frac{n+2}{2}$, we conclude that $d_{p t}\left(J^{n+2}\right)=\frac{n+2}{2}$, and the lemma follows.

Lemma 8. Let $K^{n}$ be an unsigned permutation of size $n$, where $n$ is an even integer, such that

$$
K_{i}^{n}= \begin{cases}\frac{n}{2}+\frac{i+1}{2} & \text { if } i \in\{1,3,5, \ldots, n-1\} \\ \frac{i}{2} & \text { if } i \in\{2,4,6, \ldots, n\} .\end{cases}
$$

Then, we have $d_{p t}\left(K^{n}\right)=\frac{n}{2}$.
Proof. The proof follows from induction on $n$. As for the base case, we have $d_{p t}\left(K^{2}\right)$ $=1$. As for the induction step, assume that $d_{p t}\left(K^{k}\right)=\frac{k}{2}$ for $k \in\{2,4, \ldots, n\}$. If we apply the prefix transposition $p t(n+2, n+3)$ on $K^{n+2}$, we obtain the unsigned permutation $\pi=K^{n+2} \circ p t(n+2, n+3)$ such that

$$
\pi_{i}= \begin{cases}\frac{n+2}{2} & \text { if } i=1 \\ \frac{n+2}{2}+\frac{i}{2} & \text { if } i \in\{2,4,6, \ldots, n+2\} \\ \frac{i-1}{2} & \text { if } i \in\{3,5,7, \ldots, n+1\}\end{cases}
$$

But the permutation $\pi$ can be reduced to permutation $K^{n}$, therefore $d_{p t}\left(K^{n+2}\right) \leq 1$ $+d_{p t}\left(K^{n}\right)=\frac{n+2}{2}$. Since $d_{p t}\left(K^{n+2}\right) \geq \frac{b_{p t}\left(K^{n+2}\right)}{2}=\frac{n+2}{2}$, we conclude that $d_{p t}\left(K^{n+2}\right)=$ $\frac{n+2}{2}$, and the lemma follows.

Lemma 9. Let $L^{n}$ be an unsigned permutation of size $n$, where $n$ is an even integer and $n \geq 4$, such that

$$
L_{i}^{n}= \begin{cases}n & \text { if } i=1 \\ 1 & \text { if } i=2 \\ i & \text { if } i \in\{3,5,7, \ldots, n-1\} \\ i-2 & \text { if } i \in\{4,6,8, \ldots, n\} .\end{cases}
$$

Then, we have $d_{p t}\left(L^{n}\right)=\frac{n}{2}$.
Proof. First of all, note that $d_{p t}\left(L^{n}\right) \geq \frac{b_{p t}\left(L^{n}\right)}{2}=\frac{n}{2}$. To show that this lower bound is tight, we divide our analysis into two cases:

1. $n \equiv 0(\bmod 4)$.

In this case, we divide the sorting process of permutation $L^{n}$ into two phases. In the first phase, we transform $L^{n}$ into permutation $M^{n}$ such that

$$
M_{i}^{n}= \begin{cases}2 i+1 & \text { if } i \in\left\{1,3,5, \ldots, \frac{n}{2}-1\right\} \\ 2 i & \text { if } i \in\left\{2,4,6, \ldots, \frac{n}{2}\right\} \\ 2\left(i-\frac{n}{2}\right)-1 & \text { if } i \in\left\{\frac{n}{2}+1, \frac{n}{2}+3, \frac{n}{2}+5, \ldots, n-1\right\} \\ 2\left(i-\frac{n}{2}\right)-2 & \text { if } i \in\left\{\frac{n}{2}+2, \frac{n}{2}+4, \frac{n}{2}+6, \ldots, n\right\}\end{cases}
$$

In the second phase, we transform $M^{n}$ into the identity permutation. Since transforming $L^{n}$ into $M^{n}$ is equivalent to transforming $M^{n^{-1}} \circ L_{n}$ into the identity permutation, we can conclude that $d_{p t}\left(L^{n}\right) \leq d_{p t}\left(M^{n^{-1}} \circ L^{n}\right)+d_{p t}\left(M^{n}\right)$.
We have that

$$
M_{i}^{n^{-1}}= \begin{cases}\frac{n}{2}+\frac{i+1}{2} & \text { if } i \in\{1,5,9, \ldots, n-3\} \\ \frac{n}{2}+\frac{i+2}{2} & \text { if } i \in\{2,6,10, \ldots, n-2\} \\ \frac{i-1}{2} & \text { if } i \in\{3,7,11, \ldots, n-1\} \\ \frac{i}{2} & \text { if } i \in\{4,8,12, \ldots, n\}\end{cases}
$$

therefore the permutation $\pi=M^{n^{-1}} \circ L^{n}$ is such that

$$
\pi_{i}= \begin{cases}\frac{n}{2} & \text { if } i=1 \\ \frac{n}{2}+1 & \text { if } i=2 \\ \frac{i-1}{2} & \text { if } i \in\{3,7,11, \ldots, n-1\} \\ \frac{n}{2}+\frac{i}{2} & \text { if } i \in\{4,8,12, \ldots, n\} \\ \frac{n}{2}+\frac{i+1}{2} & \text { if } i \in\{5,9,13, \ldots, n-3\} \\ \frac{i-2}{2} & \text { if } i \in\{6,10,14, \ldots, n-2\}\end{cases}
$$

But the permutation $\pi$ can be reduced to permutation $K^{\frac{n}{2}}$, therefore $d_{p t}(\pi)=$ $d_{p t}\left(K^{\frac{n}{2}}\right)$. Besides, permutation $M^{n}$ can be reduced to permutation $J^{\frac{n}{2}}$. Thus, $d_{p t}\left(L^{n}\right) \leq d_{p t}\left(M^{n^{-1}} \circ L^{n}\right)+d_{p t}\left(M^{n}\right)=d_{p t}\left(K^{\frac{n}{2}}\right)+d_{p t}\left(J^{\frac{n}{2}}\right)=\frac{n}{2}$.
2. $n \equiv 2(\bmod 4)$.

In this case, we also divide the sorting process of permutation $L^{n}$ into two phases. In the first phase, we transform $L^{n}$ into permutation $O^{n}$ such that

$$
O_{i}^{n}= \begin{cases}2 & \text { if } i=1 \\ 2 i+1 & \text { if } i \in\left\{2,4,6, \ldots, \frac{n}{2}-1\right\} \\ 2 i & \text { if } i \in\left\{3,5,7, \ldots, \frac{n}{2}\right\} \\ 1 & \text { if } i=\frac{n}{2}+1 \\ 2\left(i-\frac{n}{2}\right)-1 & \text { if } i \in\left\{\frac{n}{2}+2, \frac{n}{2}+4, \frac{n}{2}+6, \ldots, n-1\right\} \\ 2\left(i-\frac{n}{2}\right)-2 & \text { if } i \in\left\{\frac{n}{2}+3, \frac{n}{2}+5, \frac{n}{2}+7, \ldots, n\right\}\end{cases}
$$

In the second phase, we transform $O^{n}$ into the identity permutation. Since transforming $L^{n}$ into $O^{n}$ is equivalent to transforming $O^{n^{-1}} \circ L_{n}$ into the identity permutation, we can conclude that $d_{p t}\left(L^{n}\right) \leq d_{p t}\left(O^{n^{-1}} \circ L^{n}\right)+d_{p t}\left(O^{n}\right)$.
We have that

$$
O_{i}^{n^{-1}}= \begin{cases}\frac{n}{2}+1 & \text { if } i=1 \\ 1 & \text { if } i=2 \\ \frac{n}{2}+\frac{i+1}{2} & \text { if } i \in\{3,7,11, \ldots, n-3\} \\ \frac{n}{2}+\frac{i+2}{2} & \text { if } i \in\{4,8,12, \ldots, n-2\} \\ \frac{i-1}{2} & \text { if } i \in\{5,9,13, \ldots, n-1\} \\ \frac{i}{2} & \text { if } i \in\{6,10,14, \ldots, n\}\end{cases}
$$

therefore the permutation $\pi=O^{n^{-1}} \circ L^{n}$ is such that

$$
\pi_{i}= \begin{cases}\frac{n}{2} & \text { if } i=1 \\ \frac{n}{2}+1 & \text { if } i=2 \\ \frac{n}{2}+\frac{i+1}{2} & \text { if } i \in\{3,7,11, \ldots, n-3\} \\ \frac{i-2}{2} & \text { if } i \in\{4,8,12, \ldots, n-2\} \\ \frac{i-1}{2} & \text { if } i \in\{5,9,13, \ldots, n-1\} \\ \frac{n}{2}+\frac{i}{2} & \text { if } i \in\{6,10,14, \ldots, n\}\end{cases}
$$

But the permutation $\pi$ can be reduced to permutation $K^{\frac{n-2}{2}}$, therefore $d_{p t}(\pi)=$ $d_{p t}\left(K^{\frac{n-2}{2}}\right)$. Besides, the permutation $O^{n}$ can be reduced to permutation $J^{\frac{n+2}{2}}$. Thus, $d_{p t}\left(L^{n}\right) \leq d_{p t}\left(O^{n^{-1}} \circ L^{n}\right)+d_{p t}\left(O^{n}\right)=d_{p t}\left(K^{\frac{n-2}{2}}\right)+d_{p t}\left(J^{\frac{n+2}{2}}\right)=\frac{n}{2}$.

Since $d_{p t}\left(L^{n}\right) \leq \frac{n}{2}$ in both cases, we can conclude that $d_{p t}\left(L^{n}\right)=\frac{n}{2}$.
Lemma 10. Let $P^{n}$ be an unsigned permutation of size $n$, where $n$ is an even integer and $n \geq 6$, such that

$$
P_{i}^{n}= \begin{cases}1 & \text { if } i=1 \\ i+1 & \text { if } i \in\{2,4,6, \ldots, n-2\} \\ i-1 & \text { if } i \in\{3,5,7, \ldots, n-1\} \\ n & \text { if } i=n .\end{cases}
$$

Then, we have $d_{p t}\left(P^{n}\right)=\frac{n}{2}$.
Proof. Applying the prefix transposition $p t(n-1, n)$ on $P^{n}$, we obtain the permutation $\pi=P^{n} \circ p t(n-1, n)$ such that

$$
\pi_{i}= \begin{cases}n-2 & \text { if } i=1 \\ 1 & \text { if } i=2 \\ i & \text { if } i \in\{3,5,7, \ldots, n-3\} \\ i-2 & \text { if } i \in\{4,6,8, \ldots, n-2\} \\ n-1 & \text { if } i=n-1 \\ n & \text { if } i=n .\end{cases}
$$

But permutation $P^{n}$ can be reduced to permutation $L^{n-2}$, therefore $d_{p t}\left(P^{n}\right) \leq 1+$ $d_{p t}\left(L^{n-2}\right)=\frac{n}{2}$. Since $d_{p t}\left(P^{n}\right) \geq \frac{b_{p t}\left(P^{n}\right)}{2}=\frac{n-1}{2}$, we can conclude that $d_{p t}\left(P^{n}\right)=\frac{n}{2}$.

Lemma 11. $A_{5}\left(P^{n}\right)=n-2$.
Proof. The proof follows from induction on $n$. As for the base case, we have $A_{5}\left(P^{6}\right)$ $=4$. As for the induction step, assume that $A_{5}\left(P^{k}\right)=k-2$ for $k \in\{6,8, \ldots, n\}$. If permutation $P^{n+2}$ is given as input to Algorithm 5, it will apply prefix transposition $p t(2,3)$ followed by prefix transposition $p t(2,5)$, yielding the permutation $\pi=P^{n+2}$ $\circ p t(2,3) \circ p t(2,5)$ such that

$$
\pi_{i}= \begin{cases}1 & \text { if } i=1 \\ 2 & \text { if } i=2 \\ 5 & \text { if } i=3 \\ i+1 & \text { if } i \in\{4,6,8, \ldots, n\} \\ i-1 & \text { if } i \in\{5,7,9, \ldots, n+1\} \\ n+2 & \text { if } i=n+2\end{cases}
$$

But the permutation $\pi$ can reduced to permutation $P^{n}$, therefore $A_{5}\left(P^{n+2}\right)=2+$ $A_{5}\left(P^{n}\right)=n$ and the lemma follows.

Theorem 3. The approximation ratio of Algorithm 5 is tight.
Proof. By lemmas 10 and 11, we have $\frac{A \bar{G}\left(P^{n}\right)}{d_{p t}\left(P^{n}\right)}=\frac{2 n-4}{n}$. Since this ratio converges to 2 in the limit, the theorem follows.

### 2.5 Conclusion

It has been a long time since researchers have addressed the problem of finding a shortest sequence of rearrangement events that transform the genome of one species
into another. Representing the order of the genes in a genome as permutations, the previous problem can be equivalently stated as the combinatorial problem of sorting a permutation using a minimum number of rearrangement events. In general, sorting permutations using rearrangement events is a difficult problem; therefore, the best known solution for many of its variants are approximation algorithms and heuristics. That is why we have decided to build GRAAu, a tool for evaluating approximation algorithms and heuristics for genome rearrangements.

To build this tool, we computed the rearrangement distances of all permutations in $S_{n}, 1 \leq n \leq 13$, and in $S_{n}^{ \pm}, 1 \leq n \leq 10$, with respect to a number of rearrangement models regarded in the literature that take into account reversals or transpositions. To best of our knowledge, this was the first time that the rearrangement distances have been computed for these values of $n$. This achievement is attributable to our development of a simple and flexible breadth-first search algorithm that is more efficient in terms of memory usage than any other algorithm that we have found in the literature. In addition, to improve its execution time, which is exponential on the size of permutations, we have developed a way to parallelize it.

By analyzing the distribution of the rearrangement distances, we were able to notice some interesting facts. First, we have looked for other works that also presented the distribution of the rearrangement distances so that we could compare them with the distribution we have computed, and we have discovered that the reversal distance distribution presented by Kececioglu and Sankoff [84] is not correct. Then, we have looked for conjectures on the diameter of $S_{n}$ and $S_{n}^{ \pm}$that could be validated. As a result, we have verified that the conjecture of Dias and Meidanis 42 on the prefix transposition diameter is valid for $n=12$ and $n=13$, whereas the conjecture of Walter et al. [123] on the signed reversal and transposition diameter is not valid for $n=7$ and $n=9$. For this reason, we have presented a new conjecture on the signed reversal and transposition diameter. Last, as an attempt to better characterize how the rearrangement distances are distributed, we have proposed two new measures the traversal diameter and the longevity - and we have presented conjectures on them as well.

We have illustrated the application of GRAAu by using it to evaluate two approximation algorithms for the problem of sorting by prefix reversals and two approximation algorithms for the problem of sorting by prefix transpositions. We have focused on the use of GRAAu's output for proving the tightness of the approximation ratio of these approximation algorithms, and based on the values of maximum ratio and on the permutations that exhibited it, we have proved that the approximation ratios of three out of the four algorithms analyzed are tight. Although we have not been able to prove the tightness of the approximation ratio of one approximation algorithm, we have conjectured that its approximation ratio is tight because the maximum ratio obtained for this algorithm was converging to the theoretical approximation ratio. The tightness results regarding the two approximation algorithms for the problem of sort-
ing by prefix reversals contradict the hypothesis raised by Fischer and Ginzinger 55] that the approximation ratio of the approximation algorithm yielded by their greedy strategy may be lowered.

Finally, we remark that GRAAu can be used for purposes other than evaluating genome rearrangement algorithms. For instance, Labarre [90 has proved a lower bound on the prefix transposition distance, and for comparing it to the lower bounds proved by Dias and Meidanis [42] and Chitturi and Sudborough [29], he had to compute the prefix transposition distance of all permutations in $S_{n}$ for $1 \leq n \leq 12$. However, he could have used GRAAu to perform such comparison. By doing so, he would benefit in two ways: (1) he would not spend time and effort computing the distances, and (2) the comparison could have been performed for $n=13$.

## Chapter 3

## A General Heuristic for Genome Rearrangement Problems *


#### Abstract

In this paper we present a general heuristic for several problems in the genome rearrangement field. Our heuristic does not solve any problem directly, it is rather used to improve the solutions provided by any non-optimal algorithm that solve them. Therefore, we have implemented several algorithms described in the literature and several algorithms developed by ourselves. As a whole, we implemented 23 algorithms for 9 well known problems in the genome rearrangement field. A total of 13 algorithms were implemented for problems that use the notions of prefix and suffix operations. In addition, we worked on 5 algorithms for the classic problem of sorting by transposition and we conclude the experiments by presenting results for 3 approximation algorithms for the sorting by reversals and transpositions problem and 2 approximation algorithms for the sorting by reversals problem. Another algorithm with better approximation ratio can be found for the last genome rearrangement problem, but it is purely theoretical with no practical implementation. The algorithms we implemented in addition to our heuristic lead to the best practical results in each case. In particular, we were able to improve results on the sorting by transpositions problem, which is a very special case because many efforts have been made to generate algorithms with good results in practice and some of these algorithms provide results that equal the optimum solutions in many cases. Our source codes and benchmarks are freely available upon request from the authors so that it will be easier to compare new approaches against our results.
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### 3.1 Introduction

Genome rearrangements are mutational events that affect large stretches of the DNA sequence. They occur when a chromosome breaks at two or more locations and its pieces are reassembled in a different order. It was proposed in 1936 by Dobzhansky and Sturtevant that the degree of disorder between two genomes can be an indicator of the evolution distance between them [54]. Due to the principle of parsimony, it is common to consider the minimum number of events that transform one genome into the other as an approximation for the evolutive distance. The study of the combinatorial problems in genome rearrangements area exists for over twenty years now 64,126 and despite they have become, in some sense, independent of the application, their biological background still inspires some variants.

Reversals and transpositions are the best studied rearrangement events. The former occurs when a block of DNA sequence is reverted and the latter occurs when a block of DNA moves from one place to another in the same chromosome. The reversal (transposition) distance is the minimum number of such operations that transforms a given genome into another. Caprara [23] proved that finding this minimum number of reversals is a NP-hard problem while Bulteau, Fertin and Rusu [22] proved the same for transpositions. The best algorithms for both have an approximation factor of 1.375 (15, 48].

Several efforts have been made to consider algorithms that take more than one rearrangement operation into account. Here, we consider the case when reversals and transpositions are allowed. The first algorithm for this problem was developed by Walter, Dias and Meidanis [123] with an approximation factor of 3 . The author's only concern was to prove the theoretical approximation bound, so they overlooked some details that could have made the algorithm more suitable for a practical analysis. Thus, we decided to add these details in order to create a significantly improved version of this algorithm (see Section 3.5).

The approximation factor for the sorting by transpositions and reversals problem was later improved to $2 k$ by Rahman, Shatabda and Hasan 107 where $k$ is the approximation ratio of the algorithm used for cycle decomposition. Although the best approximation ratio for the cycle decomposition problem was recently published by Chen [27] with $k=\frac{17}{12}+\epsilon \approx 1.4167+\epsilon$, for any positive $\epsilon$, we implemented the cycle decomposition algorithm devised by Christie with $k=\frac{3}{2}=1.5$ because it is simpler. Therefore, all the algorithms for the sorting by reversals and transpositions problem have the same ratio in our implementation.

When genome rearrangement operations affect segments from the beginning of the genome, we call them prefix rearrangements. The well-known Pancake Flipping Problem [46] considers prefix reversals and was proved recently to be NP-hard by Bulteau, Fertin and Rusu [21]. The best algorithm has an approximation factor of 2 and it was given by Fischer and Ginzinger [55]. Lintzmayer and Dias [98] recently gave an improved version of the same algorithm, which prefers bigger prefix reversals
and, although still being a 2-approximation, in practice it showed better results.
When we consider prefix transpositions, the best algorithm is also a 2-approximation given by Dias and Meidanis [42], but the problem remains open. A greedy and better version of their algorithm was given by Galvão and Dias [58].

Another open problem considers both prefix reversals and prefix transpositions. It was introduced by Sharmin et al. [111, which also provided a 3-approximation algorithm. Lintzmayer and Dias 98] gave an improved version of this algorithm with greedy features that prefers prefix transpositions that remove two breakpoints at once and bigger prefix reversals. Their algorithm still has an approximation factor of 3, but presents better results in practice. Recently, Dias and Dias [41] presented a 2-approximation algorithm for the same problem.

It is also possible to consider operations restricted to the end of genomes. We call them suffix rearrangements. The three problems involving prefix rearrangements mentioned above were considered along with their suffix versions by Lintzmayer and Dias [98]. They presented two 2-approximation algorithms for each of the three new problems: considering prefix reversals and suffix reversals, considering prefix transpositions and suffix transpositions and considering prefix reversals, prefix transpositions, suffix reversals and suffix transpositions. The two algorithms for each problem follow the same general idea. One of them extends the existing algorithm for the problem that allows only the prefix operations; generally, the actions of the prefix algorithm are mimicked and merged with the corresponding actions of the suffix. The second is always an improved version of the first one that uses greedy choices such as bigger operations or operations that remove more breakpoints.

In sum, approximation algorithms have been proposed for several rearrangement problems. The algorithms provide non-optimal solutions in many cases even for small permutations. Here, we present a method to improve these solutions. We refer to our heuristic as general because it can be used to improve solutions provided by any non-optimal algorithm in the genome rearrangement field. Therefore, the previously mentioned approximation algorithms can benefit from this work. We highlight that our heuristic is not restricted to the problems we tested. We describe in the paper some properties that must be satisfied in order to apply our approach.

After applying our heuristic, we were able to generate the best results in practice for each genome rearrangement problem.

This paper is organized as follows. Section 3.2defines the notation used throughout the paper and provides a formal presentation for each problem. Section 3.3 describes our general heuristic. Section 3.4 presents the database we created in order to fulfill a requirement in our heuristic. Section 3.5 shows the improvements obtained by applying our heuristic on the solutions provided by a set of non-optimal algorithms. Finally, Section 3.6 condenses the main aspects of this work.

### 3.2 Background

We are interested in the model where the order of genes is known and where the genomes share a subset of genes without duplications, which allows us to represent genomes using permutations. A permutation $\pi$ is a bijection of $\{1,2, \ldots, n\}$ onto itself. The group of all permutations of $\{1,2, \ldots, n\}$ is denoted by $S_{n}$, and we write a permutation $\pi \in S_{n}$ as $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$ such that $\pi(i)=\pi_{i}$.

The composition of two permutations $\pi$ and $\sigma$ is the permutation $\pi \cdot \sigma=\left(\pi_{\sigma_{1}} \pi_{\sigma_{2}}\right.$ $\ldots \pi_{\sigma_{n}}$ ). We can see the composition as the relabeling of elements in $\pi$ according to elements in $\sigma$. Let $\iota=(12 \ldots n)$ be the identity permutation. We can easily verify that $\iota$ is a neutral element such that $\pi \cdot \iota=\iota \cdot \pi=\pi$. We define the inverse of a permutation $\pi$ as the permutation $\pi^{-1}$ such that $\pi \cdot \pi^{-1}=\pi^{-1} \cdot \pi=\iota$ and it satisfies $\pi_{\pi_{i}}^{-1}=i$. In other words, it is the function that returns the position in $\pi$ of each element $\pi_{i}$.

In this paper, we mention several distance genome rearrangement problems that are defined as follows. Let $\xi$ be a set of rearrangement events that can be applied to $\pi$, the distance $d_{\xi}(\pi)$ is the minimum number $t$ of operations $\xi_{1}, \xi_{2}, \ldots \xi_{t}$ such that $\pi \cdot \xi_{1} \cdot \xi_{2} \ldots \xi_{t}=\iota$.

A transposition is an operation $\rho_{t}(i, j, k), 1 \leq i<j<k \leq n+1$, that moves blocks of contiguous elements of a permutation $\pi$ in such a way that $\left(\pi_{1} \ldots \pi_{i-1} \pi_{i} \ldots \pi_{j-1}\right.$ $\left.\pi_{j} \ldots \pi_{k-1} \pi_{k} \ldots \pi_{n}\right) \cdot \rho_{t}(i, j, k)=\left(\pi_{1} \ldots \pi_{i-1} \underline{\pi_{j} \ldots \pi_{k-1}} \underline{\pi_{i} \ldots \pi_{j-1}} \pi_{k} \ldots \pi_{n}\right)$. The transposition distance of a permutation $\pi$ is denoted by $d_{t}(\pi)$.

A prefix transposition $\rho_{p t}(j, k), 2 \leq j<k \leq n+1$, is an operation equivalent to the transposition $\rho_{t}(1, j, k)$. A suffix transposition $\rho_{s t}(i, j), 1 \leq i<j \leq n$, is an operation equivalent to the transposition $\rho_{t}(i, j, n+1)$. The prefix transposition distance of a permutation $\pi$ is denoted by $d_{p t}(\pi)$. The prefix and suffix transposition distance of a permutation $\pi$ is denoted by $d_{p t s t}(\pi)$.

A reversal is an operation $\rho_{r}(i, j), 1 \leq i<j \leq n$, that reverses the order of $\pi[i . . j]$. Therefore, $\left(\pi_{1} \ldots \pi_{i-1} \underline{\pi_{i} \pi_{i+1} \ldots \pi_{j}} \pi_{j+1} \ldots \pi_{n}\right) \cdot \rho_{r}(i, j)=\left(\pi_{1} \ldots \pi_{i-1} \underline{\pi_{j} \ldots \pi_{i+1} \pi_{i}}\right.$ $\left.\pi_{j+1} \ldots \pi_{n}\right)$. The reversal distance of permutation $\pi$ is denoted by $\overline{d_{r}(\pi) \text {. When }}$ reversals and transpositions are allowed, we have the distance problem denoted by $d_{r t}(\pi)$

A prefix reversal $\rho_{p r}(j), 2 \leq j \leq n$, is equivalent to the reversal $\rho_{r}(1, j)$. The suffix reversal $\rho_{s r}(i), 1 \leq i<n$, is an operation equivalent to the reversal $\rho_{r}(i, n)$. The prefix reversal distance of a permutation $\pi$ is denoted by $d_{p r}(\pi)$. The prefix and suffix reversal distance of a permutation $\pi$ is denoted by $d_{p r s r}(\pi)$.

The prefix reversal and prefix transposition distance is denoted by $d_{\text {prpt }}(\pi)$. When prefix and suffix transpositions as well as prefix and suffix reversals are allowed, we have the distance problem denoted by $d_{\text {prptsrst }}(\pi)$.

Given a permutation $\pi \in S_{n}$, we extend it with two elements $\pi_{0}=0$ and $\pi_{n+1}=$ $n+1$. The extended permutation is still denoted as $\pi$. A transposition breakpoint of $\pi \in S_{n}$ is a pair of adjacent elements that are not consecutive, that is, a pair $\left(\pi_{i}\right.$,
$\left.\pi_{i+1}\right)$ such that $\pi_{i+1}-\pi_{i} \neq 1,0 \leq i \leq n$.
Transposition breakpoints divide a permutation into transposition strips, which are maximal intervals with no transposition breakpoints. Christie [30] showed that every permutation $\pi$ can be uniquely transformed into a reduced permutation $\pi_{r}$ such that $d_{t}(\pi)=d_{t}\left(\pi_{r}\right)$. Moreover, Dias and Meidanis [42] showed that this property is also valid for the prefix transposition distance, that is, $d_{p t}\left(\pi_{r}\right)=d_{p t}(\pi)$.

We say that a permutation is reduced if it only contains transposition strips of length 1 . We can reduce any permutation that contains one or more transposition strips of length greater than 1 as follows. Assuming the permutation is in the extended form, keep the minimal element of each strip of $\pi$ and discard the others. After that, renumber the sequence appropriately. For example, to reduce the permutation ( $\underline{0} \underline{2} 3 \underline{1}$ 456 ), in which transposition strips are underlined, we keep only the minimal element of each strip and generated ( 0214 ). This permutation is not valid because the element " 3 " is missing, so we renumber it in order to obtain the reduced permutation (0213).

The reduced permutation as defined above cannot be used for distance problems that involve any kind of reversals. That happens because usually $d_{\xi}\left(\pi_{r}\right) \neq d_{\xi}(\pi)$ if $r, p r, s r \in \xi$. We have tried to circumvent this issue by adopting reversal breakpoints and partially reducing the input permutations. A pair of elements $\pi_{i}$ and $\pi_{i+1}$, with $0 \leq i \leq n$, is a reversal breakpoint if $\left|\pi_{i+1}-\pi_{i}\right| \neq 1$.

When we are dealing with prefix rearrangement problems (either prefix transposition or prefix reversals), we always consider the pair $\left(\pi_{0}, \pi_{1}\right)$ as a breakpoint. Similarly, when we are dealing with suffix rearrangement problems, we always consider the pair $\left(\pi_{n}, \pi_{n+1}\right)$ as a breakpoint.

Reversal breakpoints divide a permutation into reversal strips, which are maximal intervals with no reversal breakpoints. We use the notion of reversal strips to partially reduce permutations. We say that a permutation is partially reduced if it only contains reversal strips of length 1 or 2 .

We can transform any permutation $\pi$ that contains one or more reversal strips of length greater than 2 into a partially reduced permutation $\pi_{p r}$ as follows. Assuming $\pi$ is a permutation in the extended form, for each strip longer than 2 elements we keep the first and the second elements and discard the others. After that, we renumber the sequence appropriately.

For example, to partially reduce the permutation ( $\underline{2} \underline{3} \underline{1} \underline{4} 569810)$, in which reversal strips are underlined, we keep only the first and the second element of each strip longer than 2 elements and generate ( 02314598 10). This permutation is not valid because the elements " 6 " and " 7 " are missing, so we renumber it in order to obtain the partially reduced permutation (023145768).

When we partially reduce a permutation, we save the number of discarded elements from each reversal strip in order to later recreate the original permutation. In the previous partial reduction example, the array $[0,0,0,1,1,0]$ stores the number of
discarded elements and it is enough to recover the original permutation. It informs that one element was removed from the fourth reversal strip and one was removed from the fifth reversal strip, so we can add those elements taking into account that reversal strips are either increasing or decreasing sequences of consecutive elements. After that, we renumber the sequence appropriately to obtain the original permutation.

The procedure for recreating a reduced permutation is similar, but in this case each element in the reduced permutation is a transposition strip (note that we do not consider a sequence of decreasing elements as a transposition strip). Therefore, the discarded elements were increasing sequences of consecutive elements. So, we simply add as many elements as indicated by the array in increasing order and later renumber the sequence appropriately.

For conciseness, we may henceforth talk of breakpoints and strips where we mean reversal or transposition breakpoints and reversal or transposition strips. To distinguish between each case, one should keep in mind that we use the notion of transposition breakpoints or transposition strips if reversals are not allowed by the rearrangement problem. Other than that, breakpoints and strips may be safely understood as reversal breakpoints and reversal strips. Also, note that the elements $\left(\pi_{0}, \pi_{1}\right)$ and $\left(\pi_{n}, \pi_{n+1}\right)$ are always breakpoints if at least one of the allowed operations are prefix operations or suffix operations, respectively.

### 3.3 A General Heuristic

Let $\xi$ be a set of allowed rearrangement events that characterize a distance problem. We represent a solution as a sequence $S=<S_{0}, S_{1}, \ldots, S_{m}>$, where each $S_{i}$ is a permutation, $S_{i}=S_{i-1} \cdot \rho_{\xi}, 1 \leq i \leq m, S_{0}$ is the input permutation and $S_{m}=\iota$. A sliding window $W=<S_{\text {start }}, \ldots, S_{\text {end }}>$ is a subsequence of $S, 0 \leq$ start $<$ end $\leq m$.

Our heuristic works by iteratively improving an initial solution. Each step makes a local change within a sliding window, which moves across the solution. We repeat this step until the sliding window reaches the last element in the solution. The main idea here is to transform the sliding window into a small instance of the sorting problem. Then, we can retrieve the optimal solution for that instance in the database built as described in Section 3.4.

Our database stores the exact solution for all possible permutations whose sizes go from 1 to 12 . That said, we constrain the size of the sub-problem instances accordingly, and hence limit the number of elements in the sliding window.

Let $W=<S_{\text {start }}, S_{\text {start }+1}, \ldots, S_{\text {end }}>$ be our window. The sequence of operations that transform $S_{\text {start }}$ into $S_{\text {end }}$ is the same that would be used to transform $S_{\text {end }}^{-1} \cdot S_{\text {start }}$ into $\iota$. That is because we can relabel the entire window using composition in order to create the sequence $<S_{\text {end }}^{-1} \cdot S_{\text {start }}, S_{\text {end }}^{-1} \cdot S_{\text {start }+1}, \ldots, S_{\text {end }}^{-1} \cdot S_{\text {end }}>$, where $S_{\text {end }}^{-1} \cdot S_{\text {end }}=\iota$.

This property offers a clue about how the sub-problem can be created from a given window. In cases where reversals are not being used, we look for a window
where $\pi=S_{\text {end }}^{-1} \cdot S_{\text {start }}$ is equivalent by reduction to a permutation $\pi_{r}$, such that $\left|\pi_{r}\right| \leq 12$, then we can retrieve the solution for $\pi$ in our database and use it to mimic a solution for $S_{\text {end }}^{-1} \cdot S_{\text {start }}$. That solution for $S_{\text {end }}^{-1} \cdot S_{\text {start }}$ can be transformed back into a window $W_{1}=<S_{\text {start }}, \ldots, S_{\text {end }}>$. If $\left|W_{1}\right|<|W|$ we replace the window $W$ for the optimized window $W_{1}$ in $S$.

The procedure for the cases where reversals are allowed is similar, except that we partially reduce $\pi$ to the permutation $\pi_{p r}$. In this case, we look for windows such that $\pi=S_{\text {end }}^{-1} \cdot S_{\text {start }}$ is equivalent by partial reduction to a permutation $\pi_{p r}$, such that $\left|\pi_{p r}\right| \leq 12$.

Our method begins by defining $S_{0}$ as the first element in the sliding window $(s t a r t=0)$. The last element in the window depends on the database we have available. Algorithm 6 shows how to dynamically identify the last element in the sliding window from the solution $S$ and the index of the first element.

In short, Algorithm 6 searches for the biggest index end such that the reduction of $S_{\text {end }}^{-1} \cdot S_{\text {start }}$ results in a permutation whose size is less than or equals to 12 . Therefore, the while loop in Algorithm 6 stops when we find the end or when there is no more permutations in $S$. The function reduce in line 4 performs a reduction or partial reduction depending on the problem we are dealing with. The discarded variable is an array with the number of discarded elements from each strip. This array helps to recreate the original permutation as explained in Section 3.2.

```
Algorithm 6: Sliding Window
    Data: \(S=<S_{0}, S_{1}, \ldots, S_{m}>\), start, Database_Size
    end \(\leftarrow\) start +1
    while True do
        \(\pi \leftarrow S_{\text {end }}^{-1} \cdot S_{\text {start }}\)
        \(\pi_{\text {red }}\), discarded \(\leftarrow \operatorname{reduce}(\pi)\)
        if \(\left|\pi_{\text {red }}\right|>\) Database_Size then
            return end - 1
        if \(e n d=m\) then
            return end
        \(e n d \leftarrow e n d+1\)
```

We start Algorithm 6 by setting end $=$ start +1 in line 1 . This line could be optimized depending on the operation we allow. For example, for transpositions we know that each operation can change the number of breakpoints by at most 3. Thus, we could have made end $=$ start $+\lfloor$ Database_Size $/ 3\rfloor$. However, we want to let this algorithm as generic as possible.

Algorithm 7 shows our iterative procedure. The stop condition occurs when $S_{\text {end }}$ is the last element in $S$ (lines 14-15). Each step we select a new sliding window by incrementing start (line 16) and using Algorithm 6 to find a proper end (line 3).

After that, we search the database for a reduced version $\pi_{r e d}$ of the permutation

```
Algorithm 7: General Heuristic
    Data: \(S=<S_{0}, S_{1}, \ldots, S_{m}>\), Database
    start \(\leftarrow 0\)
    while True do
        end \(\leftarrow\) Sliding_Window(S, start, Database.size)
        \(W \leftarrow<S_{\text {start }}, \ldots, S_{\text {end }}>\)
        \(\pi \leftarrow S_{\text {end }}^{-1} \cdot S_{\text {start }}\)
        \(\pi_{\text {red }}\), discarded \(\leftarrow \operatorname{reduce}(\pi)\)
        database_seq \(\leftarrow\) Database.get \(\left(\pi_{r e d}\right)\)
        if \(\mid\) database_seq \(\mid<\) end - start +1 then
            \(W_{1} \leftarrow[]\)
            for each permutation in database_seq do
                expanded \(\leftarrow \operatorname{expand}(\) permutation, discarded)
                \(W_{1}\).append \(\left(S_{\text {end }} \cdot\right.\) expanded \()\)
            S.replace \(\left(W, W_{1}\right)\)
        if \(e n d=m\) then
            return S
        start \(\leftarrow\) start +1
```

$\pi=S_{\text {end }}^{-1} \cdot S_{\text {start }}$ and retrieve a sorting sequence for it (lines $5-7$ ). This sequence can be adjusted to fit in $S$ by using a 2 -step process. The first step is to expand each permutation in the sorting sequence. Recall that we generate the discard array every time we reduce (or partially reduce) a permutation. This array is helpful not only to transform $\pi_{r e d}$ back into $\pi$, but also to transform the sorting sequence for $\pi_{r e d}$ into a sorting sequence for $\pi$. The procedure that performs this task is done by the function expand in line 11. We have already explained this procedure with an example in Section 3.2,

After the first step, we have a sorting sequence $X=\left\langle S_{\text {end }}^{-1} \cdot S_{\text {start }}, \ldots, \iota\right\rangle$. Therefore, we build a new window by applying the composition $S_{\text {end }} \cdot X_{i}$ to each element $X_{i}$ in $X$ (line 12). Since $S_{\text {end }} \cdot S_{\text {end }}^{-1} \cdot S_{\text {start }}=S_{\text {start }}$ and $S_{\text {end }} \cdot \iota=S_{\text {end }}$, we have just created a new window that can easily replace the original window in $S$ (line 13).

Algorithm 6 runs in $O(n)$, where $n$ is the number of elements in each permutation in the sorting sequence $S=<S_{0}, S_{1}, \ldots, S_{m}>$. Lines 3 and 4 are the most time consuming steps inside the while loop that goes from line 2 to line 9 . The number of iterations is limited by a constant factor that depends on Database_Size (which in our case is 12) and on the number of breakpoints that can be removed by each genome rearrangement operation. In the worst case, one breakpoint can be removed by each operation in the genome rearrangement problems we have studied in this paper. Therefore, the stated complexity follows.

Algorithm 7 runs in $O(m n)$ time, since the number of iterations performed by the while loop (lines $2-16$ ) is limited by the number of elements in $S$ and the most time
consuming steps in the loop are $O(n)$. Note that the for-loop in lines 10-12 iterates over the elements in the window, which is limited by a constant, as we explained above for Algorithm 6 .

### 3.4 Solution Database

We have built a database containing optimal solutions for small instances of the genome rearrangement problems described in Section 3.2. As mentioned in Section 3.3. this database stores solutions for all possible permutations up to 12 elements. We have not considered longer permutations due to space constraints.

We generated the solutions by performing breadth-first search in the symmetric group $S_{n}, 1 \leq n \leq 12$. We start by initializing a permutation queue $Q$ with $\iota$ and set its solution to $\langle\iota\rangle$. While $Q$ is not empty, we remove an arbitrary permutation $\pi$ from $Q$ and compute all permutations that can be generated from $\pi$ by applying on it every possible rearrangement event belonging to $\xi$ that does not break any strip of $\pi$. Each permutation, say $\gamma$, that has not been generated yet is added to $Q$ and its solution is set to $\left\langle\gamma, T_{k}, T_{k-1}, \ldots, \iota\right\rangle$, where $\left\langle T_{k}, T_{k-1}, \ldots, \iota\right\rangle$ is the solution of permutation $\pi$.

Note that we have only considered rearrangement events that do not break strips. This is because the heuristic uses the solution to an instance stored in the database to derive a solution to an arbitrary instance of a genome rearrangement problem. Regarding the sorting by transposition problem, Christie 30] shows that, for any permutation $\pi$, there is a minimum sequence of transpositions that sorts $\pi$ without creating new breakpoints. That said, our database stores the optimal solution for any instance of the sorting by transpositions problem. The same happens for the sorting by prefix transpositions problem [42]. However, we cannot guarantee it for any instance of problems that use reversals. In this case, our database stores short solutions that can be used to replace those proposed by approximation algorithms, but they can possibly be non-optimal.

### 3.5 Experimental Results

In order to verify the performance of the proposed heuristic, we implemented 23 approximation algorithms and applied our heuristic to the solutions provided by them. Table 3.1 refers to each algorithm implemented by us for the sake of this analysis. We also referred to the original authors of each algorithm and to the papers where they were initially published. We ran all these algorithms on the same set of arbitrarily large permutations. This set is composed of 58,000 random permutations of sizes ranging from 15 to 300 in intervals of 5 , with 1,000 permutations of each size.

Table 3.1 also shows the approximation ratio for each algorithm we implemented. On a side note, we highlight that the algorithm coded as $\mathrm{RSH}^{*}$ was originally proposed

Table 3.1: List of algorithms used in this paper.

| Problem | Code | Authors | Ratio |
| :---: | :---: | :---: | :---: |
| Prefix Reversal | FG | Fischer and Ginzinger 55 | 2 |
|  | LD | Lintzmayer and Dias 98 | 2 |
| Prefix Reversal and Prefix Transposition | DD | Dias and Dias 41 | 2 |
|  | LD | Lintzmayer and Dias 98] | 3 |
|  | SEA | Sharmin et al. 111 | 3 |
| Prefix Reversal, Prefix Transposition, | LD1 | Lintzmayer and Dias 98 | 2 |
| Suffix Reversal and Suffix Transposition | LD2 | Lintzmayer and Dias 98 | 2 |
| Prefix Reversal and Suffix Reversal | LD1 | Lintzmayer and Dias 98 | 2 |
|  | LD2 | Lintzmayer and Dias 98 | 2 |
| Prefix Transposition and Suffix | LD1 | Lintzmayer and Dias 98 | 2 |
| Transposition | LD2 | Lintzmayer and Dias 98 | 2 |
| Prefix Transposition | DM | Dias and Meidanis 42 | 2 |
|  | GD | Galvão and Dias 58 | 2 |
| Reversal | C | Christie 30 | 1.5 |
|  | KS | Kececioglu and Sankoff 84 | 2 |
| Reversal and Transposition | DEA | Dias et al. ${ }^{\text {This }}$ | 3 |
|  | RSH* | Rahman, Shatabda and | 3 |
|  | WDM | Walter, Dias and Meidanis 123 | 3 |
| Transposition | BP | Bafna and Pevzner 10] | 1.5 |
|  | DD1 | Dias and Dias 36 | 1.5 |
|  | DD2 | Dias and Dias 38 | 1.375 |
|  | EH | Elias and Hartman 48 | 1.375 |
|  | WDM | Walter, Dias and Meidanis 124 | 2.25 |

as a $2 k$-approximation algorithm by Rahman, Shatabda and Hasan 107, where $k$ is the approximation ratio of the algorithm used for cycle decomposition. Since the best algorithm for the cycle decomposition problem has an approximation factor $k=$ $\frac{17}{12}+\epsilon \approx 1.4167+\epsilon$ for any positive $\left.\epsilon \sqrt[27]\right]{ }$, it would be reasonable to expect an approximation ratio approximately equal to 2.83 for Rahman, Shatabda and Hasan's algorithm. However, we implemented the cycle decomposition algorithm devised by Christie [30 with $k=\frac{3}{2}=1.5$ because it is simpler. Therefore, our implementation guarantees the approximation factor 3 .

A second remark about Table 3.1 regards the algorithm coded as DEA. We implemented this algorithm based on a greedy removal of reversal breakpoints similarly to WDM. However, the WDM algorithm only tries to remove one transposition breakpoint each time by increasing the first strip with its next element. This approach suffices to prove the theoretical approximation bound.

Our algorithm finds a better outcome by always trying to remove the most amount of breakpoints. One must keep in mind that we will refer only to transpositions $\rho_{t}(i, j, k)$ such that $\left(\pi_{i-1}, \pi_{i}\right),\left(\pi_{j-1}, \pi_{j}\right)$ and $\left(\pi_{k-1}, \pi_{k}\right)$ are breakpoints, and reversals $\rho_{r}(l, m)$ such that $\left(\pi_{l-1}, \pi_{l}\right)$ and $\left(\pi_{m}, \pi_{m+1}\right)$ are breakpoints. First, the algorithm tries
to remove three breakpoints with one transposition. This is possible if $\pi_{i}=\pi_{k-1} \pm 1$, $\pi_{j}=\pi_{i-1} \pm 1$ and $\pi_{k}=\pi_{j-1} \pm 1$. If that is not possible, it tries to remove two breakpoints with either a transposition or a reversal. A transposition removes two breakpoints if either (i) $\pi_{i}=\pi_{k-1} \pm 1$ and $\pi_{j}=\pi_{i-1} \pm 1$, (ii) $\pi_{i}=\pi_{k-1} \pm 1$ and $\pi_{k}=\pi_{j-1} \pm 1$, or (iii) $\pi_{j}=\pi_{i-1} \pm 1$ and $\pi_{k}=\pi_{j-1} \pm 1$. A reversal removes two breakpoints if $\pi_{l}=\pi_{m+1} \pm 1$ and $\pi_{m}=\pi_{l-1} \pm 1$. Finally, if removing two breakpoints is not possible, the algorithm removes only one, with either a transposition or a reversal. A transposition removes one breakpoint if one of the following three circumstances occurs: (i) $\pi_{i}=\pi_{k-1} \pm 1$, (ii) $\pi_{j}=\pi_{i-1} \pm 1$, or (iii) $\pi_{k}=\pi_{j-1} \pm 1$. A reversal removes one breakpoint if either $\pi_{l}=\pi_{m+1} \pm 1$ or $\pi_{m}=\pi_{l-1} \pm 1$.

Note that the search for any of these operations (that remove three, two or one breakpoint) is $O(n)$, it is enough to vary one of the indices to find the others.

The results for all algorithms in Table 3.1 are shown in figures 3.1 to 3.9 . Each figure relates to a specific genome rearrangement problem and presents four types of graphics.

- The first type reports in percentages how many times the heuristic improved the initial solutions. Keep in mind that this graph does not make any assumption about individual improvements. It simply informs the percentage of the 1,000 instances of each size that had the initial solution improved.
- The second type complements the data already available in the first graph. It presents the average improvement of the solutions when the initial solution has improved. In other words, every time our heuristic improves the initial solution provided by the algorithm, we calculate the difference in size between the sequence produced by our implementation and the initial solution. The graph plots the average value.
- The third graph plots the average distance over all permutations of a given size after we run our heuristic on them. We also add a lower bound (LB) for comparison purposes.
- The fourth graph plots the average approximation ratio after we run our heuristic on them. To plot this graph, we used the same lower bound used in the third graph.

The performance of our method varies depending on the algorithm that produces the initial solution. The main explanation for the variation is how close to the optimal solution the result produced by the algorithm is. Usually, the closer the initial solutions are to the optimal solution, the more difficult it is to improve them.

As an example for the sorting by transposition problem, many efforts have been made in order to generate algorithms with good practical results. Therefore, the transposition problem is the one such that our heuristics leads to lowest improvements.


Figure 3.1: Results regarding the algorithms for the problem of sorting by prefix reversals. We were able to improve $68.7 \%$ of the solutions provided by LD, whereas $47.1 \%$ of FG solutions were improved. In addition, the average improvement for LD was around 1.9 , while it was around 1.5 for FG. The lower bound used in our analysis is $d_{p r}(\pi) \geq b_{p r}(\pi)-1$.


Figure 3.2: Results regarding the algorithms for the problem of sorting by prefix reversals and prefix transpositions. We observe that the algorithm SEA benefits more from our approach, followed by DD. The LD algorithm benefits less than the others. Overall, we were able to improve $86.1 \%$ of the solutions provided by SEA, $77.5 \%$ of the solutions provided by DD and $70.8 \%$ of the solutions provided by LD. The average improvement is around 2.2, 1.9 and 1.7 for SEA, DD and LD, respectively. The lower bound used in our analysis is $d_{p r p t}(\pi) \geq\left\lceil\frac{b_{p r p t}(\pi)-1}{2}\right\rceil$.

Prefix Reversals, Prefix Transpositions, Suffix Reversals and Suffix Transpositions


Figure 3.3: Results regarding the algorithms for the problem of sorting by prefix reversals, prefix transpositions, suffix reversals and suffix transpositions. LD2 is an improved version of LD1 and provides shorter solutions in almost every case. We were able to improve $86.2 \%$ of the solutions provided by LD1 and $79.4 \%$ of the solutions proved by LD2. In addition, the average improvement for LD1 and LD2 is 2.2 and 1.6 , respectively. The lower bound used in our analysis is $d_{\text {prptsrst }}(\pi) \geq\left\lceil\frac{b_{\text {prptsrst }}(\pi)-2}{2}\right\rceil$.


Figure 3.4: Results regarding the algorithms for the problem of sorting by prefix reversals and suffix reversals. LD2 is an improved version of LD1 and provides shorter solution in almost every case. So, it would be reasonable to expect that LD1 should benefit more from our approach than LD2. However, it is not the case since we were able to improve $68.6 \%$ of the solutions provided by LD1 and $76.9 \%$ of the solutions provided by LD2. In addition, the average improvement for LD1 and LD2 is 1.9 and 2.3 , respectively. The lower bound used in our analysis is $d_{p r s r}(\pi) \geq b_{p r s r}(\pi)-2$.


Figure 3.5: Results regarding the algorithms for the problem of sorting by prefix transpositions and suffix transpositions. We were able to improve almost $100.0 \%$ of the solutions provided by LD1 and $76.8 \%$ of the solutions provided by LD2. The average improvement is around 6.4 and 1.9 for LD1 and LD2, respectively. This discrepancy can be explained by the fact that LD2 is way better than LD1. As an example, for $n=300$, LD2 can return solutions that have 80 less operations than LD1 in $86.2 \%$ of the cases. The lower bound used in our analysis is $d_{p t s t}(\pi) \geq\left\lceil\frac{b_{p t s t}(\pi)-2}{2}\right\rceil$.


Figure 3.6: Results regarding the algorithms for the problem of sorting by prefix transpositions. We observe that the algorithm DM was improved in almost every case and the average improvement is around 6.0. The improvements for the GD algorithm were more modest, so that $66.4 \%$ of the solutions were improved and the average improvement is around 1.7. The lower bound used in our analysis is $d_{p t}(\pi) \geq\left\lceil\frac{b_{p t}(\pi)-1}{2}\right\rceil$.


Figure 3.7: Results regarding the algorithms for the problem of sorting by reversals. We were able to improve $74.9 \%$ of the solutions provided by KS and only $15.1 \%$ of the solutions provided by C. The average improvement was about 1.5 and 1.1 for KS and C, respectively. The lower bound used in our analysis was developed by Kececioglu and Sankoff ${ }^{21}: d_{r}(\pi) \geq\left[\frac{1}{2} m+\frac{2}{3}\left(b_{r}(\pi)-m\right)\right]$, where at least $m$ reversals are guaranteed to eliminate $2 m$ breakpoints.


Figure 3.8: Results regarding the algorithm for the problem of sorting by reversals and transpositions. We observe that the algorithm WDM was improved in almost every case and the average improvement was about 6.9. The algorithm RSH* was improved in $93.4 \%$ of the cases and the average improvement was about 9.1. The algorithm DEA was improved in $53.5 \%$ of the cases and the average improvement was about 1.3. The lower bound used in our analysis is $d_{r t}(\pi) \geq\left\lceil\frac{b_{r t}(\pi)}{3}\right\rceil$.


Figure 3.9: Results regarding the 5 algorithms for the problem of sorting by transpositions. These algorithms did not benefit too much from our heuristic and we believe that such modest results are due to the fact that they provide near-optimal solutions. The second graph shows that the algorithms are very close to the lower bound on average. The lower bound used in our analysis is $d_{t}(\pi) \geq\left\lceil\frac{n+1-c_{\text {odd }}(\pi)}{2}\right\rceil$, where $c_{\text {odd }}$ is the amount of cycles with an odd number of black edges in the directed edge-colored cycle graph developed by Bafna and Pevzner [10].

As we observe in the second graph in Figure 3.9, on average the improved results are almost equal to the lower bound, which shows that not much could be done to improve them.

Table 3.2 summarizes some key points for the sorting by transpositions problem. It reports the average distance for each approximation algorithm for the sorting by transpositions problem. Observe that the algorithm WDM plus our heuristic is the approach that offers the best results on average. When we do not use the heuristic, the best algorithm is DD1. We highlight the best results on average for each size.

The results presented so far are averages. In Table 3.3, we present results concerning the fraction of the instances in which each program was the winner (provider of the shorter sequence that sorts the input permutation). This table reinforces the idea that our heuristic leads to the best practical result. Clearly, DD1 is the best algorithm among those that do not use our heuristic. When we consider the results with our heuristic, we observe that WDM was improved more often than the others, and in the end it generates the shortest sequence in more cases.

It is worth mentioning that after using our heuristic we were able to generate the best practical results to date for the sorting by transposition problem as well as the others.

The other rearrangement problems found larger improvements. Table 3.4 summarizes the results shown in the graphs by considering all the 58,000 test cases at once. The column "(\%) of Improvement" shows the percentage of improved solutions and the column "Average Improvement" complements that information by reporting the average difference in size between the sequence produced by our implementation and the initial solution on cases when our heuristic improves the initial solution.

Table 3.2: Average distance for each approximation algorithm for the sorting by transpositions problem. We highlight the best results produced both with and without our heuristic.

|  | Code | Size of Permutation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 50 | 100 | 150 | 200 | 250 | 300 |
|  | BP | 25.6 | 50.9 | 76.0 | 101.2 | 126.4 | 151.5 |
|  | DD1 | 25.0 | 49.9 | 74.8 | 99.8 | 124.7 | 149.7 |
|  | DD2 | 25.1 | 50.0 | 74.9 | 99.9 | 124.7 | 149.8 |
|  | EH | 25.5 | 50.4 | 75.3 | 100.3 | 125.1 | 150.2 |
|  | WDM | 25.2 | 50.0 | 74.9 | 99.9 | 124.8 | 149.8 |
| $\begin{aligned} & 0 \\ & 00 \\ & 0.0 \\ & \text { O. } \\ & \end{aligned}$ | BP | 25.4 | 50.6 | 75.7 | 100.9 | 126.1 | 151.3 |
|  | DD1 | 24.9 | 49.8 | 74.7 | 99.7 | 124.7 | 149.7 |
|  | DD2 | 25.1 | 49.9 | 74.8 | 99.8 | 124.7 | 149.7 |
|  | EH | 25.2 | 50.2 | 75.1 | 100.1 | 125.0 | 150.0 |
|  | WDM | 24.9 | 49.7 | 74.6 | 99.6 | 124.4 | 149.5 |
| Lower Bound |  | 24.6 | 49.5 | 74.4 | 99.4 | 124.3 | 149.3 |

Table 3.3: Percentage of instances in which each program yielded the best results for the sorting by transpositions problem. Columns do not add up to $100 \%$ because of ties. Best results highlighted.

|  | Code | Size of Permutation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 50 | 100 | 150 | 200 | 250 | 300 |
|  | BP | 43.2 | 26.0 | 18.7 | 15.7 | 12.1 | 9.2 |
|  | DD1 | 85.3 | 78.1 | 75.1 | 71.5 | 69.2 | 70.9 |
|  | DD2 | 73.2 | 67.1 | 64.4 | 64.2 | 64.3 | 62.9 |
|  | EH | 45.5 | 38.4 | 36.2 | 34.8 | 38.3 | 36.9 |
|  | WDM | 65.8 | 62.2 | 61.2 | 60.2 | 60.9 | 60.1 |
|  | BP | 53.7 | 33.9 | 24.1 | 20.7 | 14.7 | 12.0 |
|  | DD1 | 86.6 | 78.0 | 75.0 | 70.5 | 68.6 | 69.2 |
|  | DD2 | 73.3 | 68.3 | 64.6 | 64.4 | 63.8 | 61.1 |
|  | EH | 62.7 | 50.7 | 46.6 | 48.1 | 49.8 | 47.9 |
|  | WDM | 91.1 | 88.6 | 86.7 | 86.1 | 89.4 | 87.0 |

The columns "Average Original Distance" and "Average Improved Distance" show the Average distance for each approximation algorithm both with and without our heuristic, respectively. The last two columns "Average Improved Ratio" and "Maximum Improved Ratio" show how the approximation ratio behaves. The approximation ratio is calculated with the lower bounds shown in figures 3.1 to 3.9 .

Table 3.4 allows us to check which algorithm is producing the best results. Usually, the algorithm that produces the best initial solution leads to the best result after applying our heuristic, except for the sorting by transpositions problem that we have mentioned before.

For the sorting by prefix reversals problem, LD has a slight advantage and benefits more from our heuristic than FG, but it is not enough to make the difference very remarkable. In the end, the approximation ratios are very similar.

For the sorting by prefix reversals and prefix transpositions problem, LD is the best before and after applying our heuristic, which is unexpected since this is a 3 approximation algorithm and DD guarantees the approximation ratio of 2. Observe, however, that the maximum approximation ratio presented by LD in our experiments after applying our heuristic is 1.889 , which suggests that one could work on this algorithm in order to decrease the theoretical approximation bound.

For the sorting by prefix reversals and suffix reversals problem, the best algorithm (coded as LD2) benefits more from our heuristic. For the sorting by prefix reversals, prefix transpositions, suffix reversals and suffix transpositions problem, the sorting by prefix transpositions and suffix transpositions problem and the sorting by prefix transpositions problem, the worst algorithms (coded as LD1) are the ones which benefit more from our heuristic. Indeed, the solutions provided by them were improved in many cases (see column "(\%) of Improvement").

Table 3.4: Summary of the results produced for each algorithm. The values are averages over all the 58,000 test instances of sizes ranging from 15 to 300 in intervals of 5 , with 1,000 permutations of each size.

| Problem | Code | (\%) of Improvement | Average Improvement | Average Original Distance | Average Improved Distance | Average Improved Ratio | Maximum Improved Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prefix Reversal | FG | 47.09 | 1.47 | 190.73 | 190.03 | 1.207 | 1.409 |
|  | LD | 68.68 | 1.92 | 190.43 | 189.10 | 1.204 | 1.419 |
| Prefix Reversal and Prefix Transposition | DD | 77.52 | 1.93 | 111.17 | 109.65 | 1.404 | 1.857 |
|  | LD | 70.80 | 1.67 | 109.80 | 108.60 | 1.388 | 1.857 |
|  | SEA | 86.13 | 2.18 | 153.76 | 151.88 | 1.916 | 2.111 |
| Prefix Reversal, Prefix Transposition, Suffix Reversal and Suffix Transposition | LD1 | 86.18 | 2.19 | 152.92 | 151.02 | 1.917 | 2.000 |
|  | LD2 | 79.34 | 1.65 | 106.74 | 105.43 | 1.361 | 1.875 |
| Prefix Reversal and Suffix Reversal | LD1 | 68.57 | 1.91 | 178.17 | 176.85 | 1.133 | 1.391 |
|  | LD2 | 76.93 | 2.26 | 174.89 | 173.14 | 1.112 | 1.321 |
| Prefix Transposition and Suffix | LD1 | 99.99 | 6.36 | 153.05 | 146.69 | 1.818 | 1.973 |
| Transposition | LD2 | 76.77 | 1.86 | 102.16 | 100.73 | 1.288 | 1.667 |
| Prefix Transposition | DM | 99.95 | 5.98 | 153.04 | 147.07 | 1.811 | 1.978 |
|  | GD | 66.44 | 1.66 | 106.00 | 104.89 | 1.330 | 1.588 |
| Reversal | C | 15.08 | 1.13 | 145.22 | 145.05 | 1.373 | 1.489 |
|  | KS | 74.93 | 1.54 | 150.08 | 148.93 | 1.417 | 1.556 |
| Reversal and Transposition | DEA | 53.54 | 1.35 | 83.49 | 82.76 | 1.555 | 1.875 |
|  | RSH* | 93.42 | 9.06 | 114.57 | 105.89 | 1.960 | 2.315 |
|  | WDM | 99.71 | 6.95 | 146.52 | 139.58 | 2.513 | 2.876 |
| Transposition | BP | 23.53 | 1.08 | 79.77 | 79.52 | 1.020 | 1.250 |
|  | DD1 | 3.89 | 1.01 | 78.58 | 78.54 | 1.006 | 1.167 |
|  | DD2 | 2.47 | 1.00 | 78.66 | 78.63 | 1.008 | 1.222 |
|  | EH | 18.26 | 1.02 | 79.05 | 78.86 | 1.012 | 1.222 |
|  | WDM | 30.90 | 1.07 | 78.73 | 78.40 | 1.004 | 1.250 |

However, even after the improvement, these algorithms performed poorly when compared to their counterparts as we assess them by the average distance columns.

For the sorting by reversals problem, the solutions provided by the best algorithm (coded as C) were improved in $15.08 \%$ of the solutions and the average improvement was around 1.13. The KS algorithm benefited more from our heuristic, but it was not enough to outdo C.

For the sorting by reversals and transpositions problem, the best algorithm (coded as DEA) was implemented by ourselves based on a greedy removal of breakpoints. Our algorithm did not benefit too much from our heuristic like the others, but in the end it keeps leading to the best results. The maximum improved ratio for DEA was 1.875 in our experiments, which is very far from the theoretical approximation ratio 3. This suggests that some work could be done in order to improve the theoretical approximation ratio.

### 3.6 Conclusions

We presented a general heuristic that improves an initial solution for several rearrangement problems. Our method selects sub-sequences from the initial solution and tries to improve the solution by replacing those sub-sequences with shorter solutions retrieved from a database.

We applied our heuristic to the solutions provided by 23 approximation algorithms. We observed great improvements when we considered only prefix transpositions. Taking the 2 algorithms implemented for this problem into account, we observed that around $83 \%$ of the cases were improved.

For most of the sorting problems that allow reversals, we observed that our heuristic performance is close to that observed for the sorting by prefix transpositions problem. For example, the initial solution was improved in more than $70 \%$ of the cases in the following problems: sorting by prefix reversals and prefix transpositions, and sorting by prefix reversals and suffix reversals, sorting by prefix reversals, prefix transpositions, suffix reversals and suffix transpositions. When only reversals were considered, we were able to improve around $45 \%$ of the initial solutions and when only prefix reversals were considered, around $58 \%$ of the initial solutions were improved.

For the sorting by reversals and transpositions problem, we were able to improve $82 \%$ of the test instances. Finally, for the sorting by transpositions problem, we were able to improve more than $15 \%$ of the test cases. Around $94 \%$ of these improvements occurred by just one unit. The sorting by transpositions problem is a very special case because many efforts have been made to generate algorithms with good results in practice and some of these algorithms provide results that equal the optimum solutions in many cases. Although the improvements were comparatively lower than those for other problems, we believe they are relevant because improvements on the problem of sorting by transpositions are quite rare and hard to obtain.

## Chapter 4

## On Alternative Approaches for Approximating the Transposition Distance *


#### Abstract

We study the problem of sorting by transpositions, which consists in computing the minimum number of transpositions required to sort a permutation. This problem is NPhard and the best approximation algorithms for solving it are based on a standard tool for attacking problems of this kind, the cycle graph. In an attempt to bypass it, some researches posed alternative approaches. In this paper, we address three algorithms yielded by such approaches: a 2.25-approximation algorithm based on breakpoint diagrams, a 3 -approximation algorithm based on permutation codes, and a heuristic based on longest increasing subsequences. Regarding the 2.25 -approximation algorithm, we show that previous experimental data on its approximation ratio are incorrect. Regarding the 3 -approximation algorithm, we close a missing gap on the proof of its approximation ratio and we show a way to run it in $O(n \log n)$ time. Regarding the heuristic, we propose a minor adaptation that allow us to prove an approximation bound of 3 . We present experimental data obtained by running these algorithms for all permutations with up to 13 elements and by running these algorithms and the best known algorithms based on the cycle graph for large permutations. The data indicate that the 2.25 -approximation algorithm is the best of the algorithms based on alternative approaches and that it is the only one comparable to the algorithms based on the cycle graph.


[^4]
### 4.1 Introduction

A transposition is the rearrangement event that switches the location of two contiguous portions of a genome. The problem of computing the transposition distance between two genomes consists in finding the minimum number of transpositions needed to transform one genome into the other. Such problem finds application in comparative genomics because the transposition distance can be used to estimate the evolutionary distance between two genomes.

Representing the order of the genes in the genomes as permutations, that problem can be reduced to the combinatorial problem of finding the minimum number of transpositions required to sort a permutation, which is referred to as the Problem of Sorting by Transpositions. This problem was recently proven to be NP-hard [22], therefore it is not likely that a polynomial-time algorithm exists. It was introduced by Bafna and Pevzner [10], who presented a 1.5 -approximation algorithm that runs in quadratic time. Later, Elias and Hartman [48] improved the approximation bound to 1.375 , maintaining quadratic time complexity. Recently, Dias and Dias 36, 37 presented improved versions of Bafna and Pevzner's algorithm and Elias and Hartman's algorithm, which keep the original approximation ratios, and these have been the best known algorithms for the problem of sorting by transpositions.

These approximation algorithms, as well as others [30, 68, 73] with relatively low approximation ratios (i.e. less or equal than 1.5), are based on a structure named the cycle graph. This structure is regarded as complex by some authors, therefore they posed alternative approaches in order to bypass it. For a detailed literature survey, the reader is referred to the book of Fertin and colleagues [54].

Walter, Dias, and Meidanis 124 presented a 2.25 -approximation algorithm based on a structure named the breakpoint diagram that runs in $O\left(n^{2}\right)$ time. They ran some experiments in order to observe the approximation ratio of their algorithm in practice, but it was not conclusive. Benoît-Gagné and Hamel 14 developed a 3 -approximation algorithm based on permutation codes that runs in $O\left(n^{2}\right)$ time. According to them, although there exist better algorithms with respect to approximation ratio, their algorithm is faster than any existing one. Besides, their experimental results suggested that the approximation ratio of their algorithm may be lowered. Guyer, Heath, and Vergara [69 devised a heuristic based on the longest increasing subsequence in a permutation that runs in $O\left(n^{5} \log n\right)$ time. The experiments they performed suggested that it has the potential to produce near-optimal results.

In this work, we review these algorithms in order to improve their analyses, providing theoretical strengthening whenever possible, and to determine whether they are good alternatives to the algorithms based on the cycle graph. Regarding Walter, Dias, and Meidanis' algorithm [124], we show that previous experimental data on its approximation ratio are incorrect, and then we present new experimental data suggesting that its approximation ratio may be lowered to 2. Regarding Benoît-Gagné and Hamel's algorithm [14], we close a missing gap on the proof of its approximation
ratio and we demonstrate a way to run it in $O(n \log n)$ time. On the other hand, we present experimental data that contradicts Benoît-Gagné and Hamel's hypothesis that its approximation ratio may be lowered. Regarding Guyer, Heath, and Vergara's heuristic [69], we propose a minor adaptation that allow us to prove an approximation bound of 3 . On the other hand, we present experimental data that indicates this algorithm does not produce near-optimal results. Finally, we compare these three algorithms to the best known algorithms based on the cycle graph.

The remainder of this paper is organized as follows. In the next section, we give the basic definitions and notation of the paper. In Section 4.3, we briefly describe the algorithms studied in this paper, close a missing gap on Benoît-Gagné and Hamel's proof $[14]$ for the approximation ratio of their algorithm (Lemma 14), and demonstrate that a constrained version of Guyer, Heath, and Vergara's heuristic [69] still has an approximation bound of 3 (Theorem 4). In Section 4.4, we show how to compute the permutation codes in $O(n \log n)$ time, what allow us to implement Benoît-Gagné and Hamel's algorithm [14] in such a way that its running time becomes $O(n \log n)$. In Section 4.5, we present experimental results along with a discussion on the performance of the algorithms in practice. In the last section, we conclude the paper.

### 4.2 Preliminaries

We represent genomes as permutations, where genes appear as elements. A permutation $\pi$ is a bijection of $\{1,2, \ldots, n\}$ onto itself. The group of all permutations of $\{1$, $2, \ldots, n\}$ is denoted by $S_{n}$ and we write a permutation $\pi \in S_{n}$ as $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. Sometimes, we extend it with two elements $\pi_{0}=0$ and $\pi_{n+1}=n+1$. The extended permutation will still be called $\pi$.

A transposition is an operation $\rho(i, j, k), 1 \leq i<j<k \leq n+1$, that moves blocks of contiguous elements of a permutation $\pi \in S_{n}$ in such way that $\rho(i, j, k) \cdot\left(\pi_{1} \ldots\right.$ $\left.\pi_{i-1} \pi_{i} \ldots \pi_{j-1} \pi_{j} \ldots \pi_{k-1} \pi_{k} \ldots \pi_{n}\right)=\left(\pi_{1} \ldots \pi_{i-1} \pi_{j} \ldots \pi_{k-1} \pi_{i} \ldots \pi_{j-1} \pi_{k} \ldots \pi_{n}\right)$. The Problem of Sorting by Transpositions consists in finding the minimum number of transpositions that transform a permutation $\pi \in S_{n}$ into the identity permutation $I_{n}$ $=(12 \ldots n)$. This number is known as the transposition distance of a permutation $\pi$ and it is denoted by $d(\pi)$.

Given a permutation $\pi \in S_{n}$, a breakpoint is a pair of adjacent elements that are not consecutive, that is, a pair $\left(\pi_{i}, \pi_{i+1}\right)$ such that $\pi_{i+1}-\pi_{i} \neq 1,0 \leq i \leq n$. The number of breakpoints of $\pi$ is denoted by $b(\pi)$. Note that $I_{n}$ is the only permutation in $S_{n}$ having zero breakpoints. Since a transposition can remove at most three breakpoints, we can state the following lemma.

Lemma 12. 10 For any permutation $\pi \in S_{n}, d(\pi) \geq \frac{b(\pi)}{3}$.
A strip of a permutation $\pi$ is a maximal series of consecutive elements without a breakpoint. We denote the number of strips in $\pi$ by $s(\pi)$.

Example 5. Let $\pi=(0452316)$ be the extended permutation of (45231). We have that the pairs $(0,4),(5,2),(3,1)$, and $(1,6)$ are breakpoints, thus $b(\pi)=4$. We also have that 45, 2 3, and 1 are strips of $\pi$, thus $s(\pi)=3$.

Let $\pi \in S_{n}, \pi \neq I_{n}, s_{1}$ be the first strip of $\pi$, and $s_{m}$ be the last strip of $\pi, m \leq$ $n$. If we assume that $\pi_{1}=1$, we can transform $\pi$ into a permutation $\sigma \in S_{n-\left|s_{1}\right|}$ such that $\sigma_{i}=\pi_{i}-\left|s_{1}\right|, i>\left|s_{1}\right|$. It is not hard to see that $d(\pi)=d(\sigma)$. An analogous argument can be used to show that we can transform $\pi$ into a permutation $\gamma \in S_{n-\left|s_{m}\right|}$ such that $d(\pi)=d(\gamma)$ if $\pi_{n}=n$. These transformations are referred to as reductions, and we call irreducible any permutation in which such reductions cannot be applied. Furthermore, we denote by $S_{n}^{*}$ the set formed by all irreducible permutations of $S_{n}$.

Lemma 13. For any permutation $\pi \in S_{n}^{*}, s(\pi)=b(\pi)-1$.
Proof. Let $s_{1}, s_{2}, \ldots, s_{s(\pi)}$ be the strips of a permutation $\pi \in S_{n}^{*}$. The last element of strip $s_{i}$ and the first element of strip $s_{i+1}, 1 \leq i \leq s(\pi)-1$, form a breakpoint, and the pairs $\left(\pi_{0}, \pi_{1}\right)$ and $\left(\pi_{n}, \pi_{n+1}\right)$ are always breakpoints on an irreducible permutation. Therefore, we have that $b(\pi)=s(\pi)+1$ and the claim follows.

Given a permutation $\pi \in S_{n}$, the left and right codes of an element $\pi_{i}$, denoted $l c\left(\pi_{i}\right)$ and $r c\left(\pi_{i}\right)$ respectively, are defined as $l c\left(\pi_{i}\right)=\mid\left\{\pi_{j}: \pi_{j}>\pi_{i}\right.$ and $1 \leq j \leq$ $i-1\} \mid$ and $r c\left(\pi_{i}\right)=\mid\left\{\pi_{j}: \pi_{j}<\pi_{i}\right.$ and $\left.i+1 \leq j \leq n\right\} \mid$. The left (resp., right) code of a permutation $\pi$ is then defined as the sequence of lc's (resp., rc's) of its elements, and it is denoted by $l c(\pi)$ (resp., $r c(\pi)$ ).

Let us call plateau any maximal length sequence of contiguous elements in a number sequence that have the same nonzero value. The number of plateaux in a code c is denoted $\mathrm{p}(\mathrm{c})$. We denote by $p(\pi)$ the minimum of $p(l c(\pi))$ and $p(r c(\pi))$. Note that $I_{n}$ is the only permutation in $S_{n}$ having zero plateaux.

Example 6. Let $\pi=\left(\begin{array}{ll}5 & 3\end{array} 241\right)$. We have that $l c(\pi)=l c\left(\pi_{1}\right) l c\left(\pi_{2}\right) l c\left(\pi_{3}\right) l c\left(\pi_{4}\right)$ $l c\left(\pi_{5}\right)=01214$, and $r c(\pi)=r c\left(\pi_{1}\right) r c\left(\pi_{2}\right) r c\left(\pi_{3}\right) r c\left(\pi_{4}\right) r c\left(\pi_{5}\right)=42110$. Then, $p(\pi)=\min \{p(l c(\pi)), p(r c(\pi))\}=\min \{4,3\}=3$.

An increasing subsequence of a permutation $\pi$ is a subsequence $\pi_{i_{1}} \pi_{i_{2}} \ldots \pi_{i_{j}}$ of nonnecessarily contiguous elements of $\pi$ such that for all $k, 0<k<j$, we have $i_{k}<$ $i_{k+1}$ and $\pi_{i_{k}}<\pi_{i_{k+1}}$. A longest increasing subsequence is an increasing subsequence of $\pi$ of maximum length. The set of the elements belonging to a longest increasing subsequence is denoted by $\operatorname{LIS}(\pi)$. It is easy to see that, for any $\pi \in S_{n},|\operatorname{LIS}(\pi)|=$ $n$ if and only if $\pi=I_{n}$.

Example 7. Let $\pi=\left(\begin{array}{ll}2 & 3154\end{array}\right)$. The increasing subsequences 235 and 234 are maximal, therefore either $\operatorname{LIS}(\pi)=\{2,3,5\}$ or $\operatorname{LIS}(\pi)=\{2,3,4\}$.

### 4.3 Algorithms

The following sections describe three algorithms for sorting by transpositions based on alternative approaches, namely Walter, Dias, and Meidanis' 2.25 -approximation algorithm [124, Benoît-Gagné and Hamel's 3-approximation algorithm 14, and a constrained version of Guyer, Heath, and Vergara's heuristic [69]. Moreover, Section 4.3.2 contains the missing proof for the approximation ratio of Benoit-Gagné and Hamel's algorithm [14] and Section 4.3.3 contains the demonstration that the constrained version of Guyer, Heath, and Vergara's heuristic has an approximation bound of 3 .

### 4.3.1 Algorithm based on the breakpoint diagram

Walter, Dias, and Meidanis 124 developed an approximation algorithm based on breakpoints. We will not discuss in detail how this algorithm works because it relies on an extensive case by case analysis that is not relevant to the discussion we set in this paper. Nevertheless, we present below a sketch of this algorithm (Algorithm 8) to make it clear why it is a 2.25 -approximation algorithm.

```
Algorithm 8: Sketch of the 2.25-approximation algorithm proposed by Walter,
Dias, and Meidanis [124].
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of transpositions applied for sorting \(\pi\).
    \(d \leftarrow 0\);
    while \(\pi \neq I_{n}\) do
        if there exists a transposition \(\rho(i, j, k)\) that removes more than 1 breakpoint
        of \(\pi\) then
            \(\pi \leftarrow \rho(i, j, k) \cdot \pi ;\)
            \(d \leftarrow d+1 ;\)
        else
            Find up to 3 transpositions that removes at least 4 breakpoints when
            applied on \(\pi\);
            Apply on \(\pi\) the transpositions found and update \(d\) accordingly;
    end
    end
    return \(d\);
```

Note that, in the worst case, Algorithm 8 removes 4 breakpoints applying 3 transpositions. Thus, denoting by $A_{8}(\pi)$ the number of transpositions applied by Algorithm 8 for sorting $\pi$, we have $A_{区}(\pi) \leq \frac{3}{4} b(\pi)$. Since $d(\pi) \geq \frac{b(\pi)}{3}$ (Lemma 12), we conclude that Algorithm 8 is a 2.25 -approximation. As for its time complexity, Walter, Dias and Meidanis 124 showed that it runs in $O\left(n^{2}\right)$ time.

### 4.3.2 Algorithm based on permutation codes

Benoît-Gagné and Hamel [14] showed that it is always possible to decrease by one unit the number of plateaux of a (right or left) code by applying a transposition. Since $p(\pi)$ represents the minimum value between $p(l c(\pi))$ and $p(r c(\pi))$, it is possible to sort $\pi$ applying at most $p(\pi)$ transpositions. Thus, Benoît-Gagné and Hamel [14] proposed a simple algorithm for approximating the transposition distance that only computes the value of $p(\pi)$. Such algorithm is described below (Algorithm 9).

```
Algorithm 9: Algorithm proposed by Benoît-Gagné and Hamel [14].
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of transpositions applied for sorting \(\pi\).
    Compute \(l c(\pi)\);
    Compute rc( \(\pi\) );
    \(i \leftarrow p(l c(\pi))\);
    \(j \leftarrow p(r c(\pi))\);
    \(d \leftarrow \min \{i, j\} ;\)
    return \(d\);
```

Although Benoît-Gagné and Hamel [14 stated that Algorithm 9 is a 3-approximation, we think that they did not provide a complete proof for such claim. That is, they proved that Algorithm 9 has the following approximation ratio

$$
\frac{c \cdot p(\pi)}{b(\pi)}, \text { where } c=\frac{3\left\lfloor\frac{b(\pi)}{3}\right\rfloor+b(\pi) \bmod 3}{\left\lceil\frac{b(\pi)}{3}\right\rceil},
$$

and they also proved that $c \leq 3$, but it lacked the proof that $p(\pi) \leq b(\pi)$. Such proof is given by Lemma 14 .

Lemma 14. Given a permutation $\pi \in S_{n}, \pi \neq I_{n}$, we have that $p(\pi)<b(\pi)$.
Proof. Let $\pi \in S_{n}, \pi \neq I_{n}, s_{1}$ be the first strip of $\pi$, and $s_{m}$ be the last strip of $\pi, m \leq n$. If $\pi_{1}=1$, then $l c\left(\pi_{i}\right)=r c\left(\pi_{i}\right)=0$ for any element $\pi_{i} \in s_{1}$. Thus, the elements belonging to $s_{1}$ do not affect $p(\pi)$. The same can be observed for the elements belonging to $s_{m}$ when $\pi_{n}=n$. It means that if we reduce $\pi$ to $\sigma$, then $p(\pi)$ $=p(\sigma)$. Since it is not hard to see that $b(\pi)=b(\sigma)$, we can restrict our analysis to irreducible permutations.

Let $\gamma \in S_{n}^{*}$, and let the series of consecutive elements $\gamma_{i} \gamma_{i+1} \ldots \gamma_{j}$ be a strip of $\gamma$. We have that $l c\left(\gamma_{k+1}\right)=l c\left(\gamma_{k}\right)$ and $r c\left(\gamma_{k+1}\right)=r c\left(\gamma_{k}\right), i \leq k<j$. It means that, with respect to $l c(\gamma)$ and $r c(\gamma)$, the elements belonging to a strip of $\gamma$ either have zero value or are contained in the same plateau. Therefore, $s(\gamma) \geq p(l c(\gamma))$ and $s(\gamma) \geq$ $p(r c(\gamma))$, thus $s(\gamma) \geq p(\gamma)$. Since, by Lemma 13, $b(\gamma)>s(\gamma)$, the claim follows.

Regarding the time complexity of Algorithm 9. Benoît-Gagné and Hamel (14] noted that $l c(\pi)$ and $r c(\pi)$ can be easily computed in $O\left(n^{2}\right)$ time, while $p(l c(\pi))$
and $p(r c(\pi))$ can be easily computed in $O(n)$ time. Therefore, they concluded that Algorithm 9 runs in $O\left(n^{2}\right)$ time. In Section 4.4, we show how to compute $l c(\pi)$ and $r c(\pi)$ in $O(n \log n)$ time.

### 4.3.3 Algorithm based on the longest increasing subsequence

Guyer, Heath, and Vergara 69 developed a greedy algorithm based on the longest increasing subsequence of a permutation $\pi \in S_{n}$. At each iteration, the algorithm selects, from the $\binom{n+1}{3}$ possible transpositions, the transposition $\rho(i, j, k)$ such that $|\operatorname{LIS}(\rho(i, j, k) \cdot \pi)|$ is maximum. We say that a transposition satisfying this greedy choice is a greedy transposition. Since there may exist more than one greedy transposition, the performance of this algorithm may vary depending on the rule used to choose among greedy transpositions. Guyer, Heath, and Vergara 69] neither pointed out any specific rule nor presented an approximation guarantee, therefore we decided to define a rule that could lead us to determine an approximation guarantee.

One might think of the rule that only greedy transpositions which remove breakpoints should be applied. Note that, using this rule, it would be trivial to prove an approximation bound of 3 due to Lemma 12. It is not true, however, that there always exists a greedy transposition satisfying this rule. For instance, among all the 56 permutations that can be obtained from permutation $\pi=(7564231)$ by applying a transposition, there are 8 permutations yielded by greedy transpositions, but none of them has less breakpoints than $\pi$.

We say that a transposition $\rho(i, j, k)$ does not cut a strip of a permutation $\pi$ if the pairs of adjacent elements $\left(\pi_{i-1}, \pi_{i}\right),\left(\pi_{j-1}, \pi_{j}\right)$ and $\left(\pi_{k-1}, \pi_{k}\right)$ are breakpoints. The rule we considered is that only greedy transpositions which do not cut strips of permutations should be applied. Although it is possible that a greedy transposition cuts a strip of permutation (see Example 8), Lemma 17 shows that there is always a greedy transposition satisfying such a rule. Algorithm 10 is the resulting algorithm from this rule.

```
Algorithm 10: Constrained version of Guyer, Heath, and Vergara's heuris-
tic [69].
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of transpositions applied for sorting \(\pi\).
    \(d \leftarrow 0\);
    while \(\pi \neq I_{n}\) do
        \(d \leftarrow d+1 ;\)
        \(\rho_{d} \leftarrow\) a transposition such that \(\left|\operatorname{LIS}\left(\rho_{d} \cdot \pi\right)\right|\) is maximum and that does not
        cut a strip of \(\pi\);
        \(\pi \leftarrow \rho_{d} \cdot \pi ;\)
    end
    return \(d\)
```

Example 8. Let $\pi=\left(\begin{array}{l}5 \\ 6\end{array} 3412\right)$. We have that $\rho(1,3,6)$ is a greedy transposition and it cuts the strip 12 .

Lemma 15. Let $\pi_{1} \pi_{2} \ldots \pi_{r}$ be the first strip of a permutation $\pi \in S_{n}$. If $\pi_{1}=1$, then a transposition $\rho(i, j, k)$ where $i \leq r$ cannot be a greedy transposition.

Proof. Let $\rho(i, j, k)$ be a transposition where $i \leq r$ and let $\pi^{\prime}$ be the permutation $\pi^{\prime}$ $=\rho(i, j, k) \cdot \pi$. There are two cases to consider:
a) $j-1 \leq r$. In this case, it is not hard to see that $\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right| \leq|\operatorname{LIS}(\pi)|$ because the elements $\pi_{i}, \pi_{i+1}, \ldots, \pi_{j-1}$ are all smaller than the elements $\pi_{j}, \pi_{j+1}, \ldots$, $\pi_{k-1}$, therefore $\rho(i, j, k)$ could not be a greedy transposition.
b) $j-1>r$. In this case, we argue that, if $\rho(i, j, k)$ was a greedy transposition, then none of the elements $\pi_{i}, \pi_{i+1}, \ldots, \pi_{r}$ could belong to $\operatorname{LIS}\left(\pi^{\prime}\right)$. For the sake of the contradiction, assume they could. Then none of the elements $\pi_{j}, \pi_{j+1}, \ldots$, $\pi_{k-1}$ could belong to $\operatorname{LIS}\left(\pi^{\prime}\right)$ because they are greater than the formers. This implies that the elements in $\operatorname{LIS}\left(\pi^{\prime}\right)$ would form an increasing subsequence in $\pi$, therefore $\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right| \leq|\operatorname{LIS}(\pi)|$ and $\rho(i, j, k)$ could not be a greedy transposition. But if none of the elements $\pi_{i}, \pi_{i+1}, \ldots, \pi_{r}$ could belong to $\operatorname{LIS}\left(\pi^{\prime}\right)$, then $\rho(i, j$, $k)$ could not be a greedy transposition since $|\operatorname{LIS}(\rho(i+1, j, k) \cdot \pi)|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$.

Lemma 16. Let $\pi_{s} \pi_{s+1} \ldots \pi_{n}$ be the last strip of a permutation $\pi \in S_{n}$. If $\pi_{n}=n$, then a transposition $\rho(i, j, k)$ where $k>s$ cannot be a greedy transposition.

Proof. Analogous to the proof of Lemma 15.
Lemma 17. Given a permutation $\pi$, there exists a greedy transposition which does not cut any of its strips.

Proof. Let $\rho(i, j, k)$ be a greedy transposition, and let $\pi^{\prime}$ be the permutation such that $\pi^{\prime}=\rho(i, j, k) \cdot \pi$. If $\rho(i, j, k)$ does not cut a strip of $\pi$, then we are done. Otherwise, we have to basically consider three possibilities:
(a) $\left(\pi_{i-1}, \pi_{i}\right)$ is not a breakpoint.

In this case let $i^{\prime}$ be the greatest integer such that $i^{\prime}<i$ and $\left(\pi_{i^{\prime}-1}, \pi_{i^{\prime}}\right)$ is a breakpoint (Lemma 15 guarantees that $i^{\prime} \geq r$ when $\pi_{1}=1$ ), and let $\pi^{\prime \prime}$ be the permutation such that $\pi^{\prime \prime}=\rho\left(i^{\prime}, j, k\right) \cdot \pi$. Then, we have four subcases to analyze:
(i) $\pi_{i} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{i^{\prime}}, \pi_{i^{\prime}+1}, \ldots, \pi_{i-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that the elements in $\operatorname{LIS}\left(\pi^{\prime}\right)$ form an increasing subsequence in $\pi^{\prime \prime}$, therefore $\left|\operatorname{LIS}\left(\pi^{\prime \prime}\right)\right| \geq\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$. Since $\rho(i, j, k)$ is a greedy transposition by hypothesis, we have that $\left|\operatorname{LIS}\left(\pi^{\prime \prime}\right)\right| \leq\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$. Therefore $\left|\operatorname{LIS}\left(\pi^{\prime \prime}\right)\right|=$ $\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and $\rho\left(i^{\prime}, j, k\right)$ is also a greedy transposition.
(ii) $\pi_{i} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{i^{\prime}}, \pi_{i^{\prime}+1}, \ldots, \pi_{i-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that the elements in $\left\{\pi_{i^{\prime}}, \pi_{i^{\prime}+1}, \ldots, \pi_{i-1}\right\}$ along with the elements in $\operatorname{LIS}\left(\pi^{\prime}\right)$ form an increasing subsequence in $\pi^{\prime \prime}$, therefore $\left|\operatorname{LIS}\left(\pi^{\prime \prime}\right)\right|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and this contradicts our hypothesis that $\rho(i, j, k)$ is a greedy transposition.
(iii) $\pi_{i} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{i^{\prime}}, \pi_{i^{\prime}+1}, \ldots, \pi_{i-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that $|\operatorname{LIS}(\rho(i+1, j, k) \cdot \pi)|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and this contradicts our hypothesis that $\rho(i, j, k)$ is a greedy transposition.
(iv) $\pi_{i} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{i^{\prime}}, \pi_{i^{\prime}+1}, \ldots, \pi_{i-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. The proof for this subcase is the same as that in subcase (a.i).
(b) $\left(\pi_{j-1}, \pi_{j}\right)$ is not a breakpoint.

In this case let $j^{\prime}$ be the least integer such that $j<j^{\prime}$ and $\left(\pi_{j^{\prime}-1}, \pi_{j^{\prime}}\right)$ is a breakpoint, and let $j^{\prime \prime}$ be the greatest integer such that $j^{\prime \prime}<j$ and $\left(\pi_{j^{\prime \prime}-1}\right.$, $\left.\pi_{j^{\prime \prime}}\right)$ is a breakpoint. It may be the case that either $j^{\prime}=k$ or $j^{\prime \prime}=i$, but it is impossible that $j^{\prime}=k$ and $j^{\prime \prime}=i$, otherwise $\rho(i, j, k)$ would only move elements belonging to the same strip, therefore $\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right| \leq|\operatorname{LIS}(\pi)|$ and $\rho(i, j$, $k)$ could not be a greedy transposition. Also note that a situation where $\pi_{j-1}$ $\in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\pi_{j} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ is not possible given the definition of an increasing subsequence. Then, if we assume that $j^{\prime} \neq k$ and let $\pi^{\prime \prime}$ be the permutation such that $\pi^{\prime \prime}=\rho\left(i, j^{\prime}, k\right) \cdot \pi$, we have three subcases to analyze:
(i) $\pi_{j-1} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j}, \pi_{j+1}, \ldots, \pi_{j^{\prime}-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.ii).
(ii) $\pi_{j-1} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j}, \pi_{j+1}, \ldots, \pi_{j^{\prime}-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that $|\operatorname{LIS}(\rho(i, j-1, k) \cdot \pi)|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and this contradicts our hypothesis that $\rho(i, j, k)$ is a greedy transposition.
(iii) $\pi_{j-1} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j}, \pi_{j+1}, \ldots, \pi_{j^{\prime}-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.iv).

On the other hand, if we assume that $j^{\prime \prime} \neq i$ and let $\pi^{\prime \prime}$ be the permutation such that $\pi^{\prime \prime}=\rho\left(i, j^{\prime \prime}, k\right) \cdot \pi$, we also have three subcases to analyze:
(i) $\pi_{j} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j^{\prime \prime}}, \pi_{j^{\prime \prime}+1}, \ldots, \pi_{j-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.ii).
(ii) $\pi_{j} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j^{\prime \prime}}, \pi_{j^{\prime \prime}+1}, \ldots, \pi_{j-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that $|\operatorname{LIS}(\rho(i, j+1, k) \cdot \pi)|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and this contradicts our hypothesis that $\rho(i, j, k)$ is a greedy transposition.
(iii) $\pi_{j} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{j^{\prime \prime}}, \pi_{j^{\prime \prime}+1}, \ldots, \pi_{j-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.iv).
(c) $\left(\pi_{k-1}, \pi_{k}\right)$ is not a breakpoint.

In this case let $k^{\prime}$ be the least integer such that $k<k^{\prime}$ and $\left(\pi_{k^{\prime}-1}, \pi_{k^{\prime}}\right)$ is a breakpoint (Lemma 16 guarantees that $k^{\prime} \leq s$ when $\pi_{n}=n$ ), and let $\pi^{\prime \prime}$ be the permutation such that $\pi^{\prime \prime}=\rho\left(i, j, k^{\prime}\right) \cdot \pi$. Then, we have four subcases to analyze:
(i) $\pi_{k-1} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{k}, \pi_{k+1}, \ldots, \pi_{k^{\prime}-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.i).
(ii) $\pi_{k-1} \in \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{k}, \pi_{k+1}, \ldots, \pi_{k^{\prime}-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.ii).
(iii) $\pi_{k-1} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{k}, \pi_{k+1}, \ldots, \pi_{k^{\prime}-1}\right\} \in \operatorname{LIS}\left(\pi^{\prime}\right)$. In this subcase we have that $|\operatorname{LIS}(\rho(i, j, k-1) \cdot \pi)|>\left|\operatorname{LIS}\left(\pi^{\prime}\right)\right|$ and this contradicts our hypothesis that $\rho(i, j, k)$ is a greedy transposition.
(iv) $\pi_{k-1} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$ and $\left\{\pi_{k}, \pi_{k+1}, \ldots, \pi_{k^{\prime}-1}\right\} \notin \operatorname{LIS}\left(\pi^{\prime}\right)$. This subcase is analogous to subcase (a.iv).

Although more than one possibility can occur at the same time, they are independent from each other, in such a way that in all possible cases, if transposition $\rho(i, j$, $k$ ) cuts a strip of $\pi$, then it is possible to derive a greedy transposition which does not, thus the claim follows.

Based on the fact that Algorithm 10 does not apply greedy transpositions that cut strips, we are able to prove an upper bound on the number of transpositions it applies for sorting permutations (Lemma 18). Using this upper bound, it is possible to prove that Algorithm 10 is a 3-approximation (Theorem 4).
Lemma 18. Let $A_{10}(\pi)$ be the number of transpositions applied by Algorithm 10 for sorting a permutation $\pi$. Then, we have $A_{3}(\pi) \leq s(\pi)-1$.

Proof. For helping us to determine an upper bound to the number of transpositions applied by Algorithm 10, we define a simple procedure, called StripSum, which sums the sizes of the strips of a permutation. It receives as input a permutation $\pi \in S_{n}$ and proceeds as follows. Firstly, it sorts all the strips of $\pi$ with respect to their sizes, obtaining a list of strips $s^{0}, s^{1}, \ldots, s^{s(\pi)-1}$ such that $\left|s^{i}\right| \geq\left|s^{i+1}\right|$ for all i, $0 \leq i<s(\pi)$ -1 . Secondly, it initializes a variable named SUM to $\left|s^{0}\right|$. Finally, starting from $s^{1}$, it iterates over the list of strips such that, at iteration $i$, the algorithm increases the value of SUM by $\left|s^{i}\right|$. Let $\mathrm{SUM}_{i}$ be the value of the variable SUM at iteration $i$, with $\mathrm{SUM}_{0}=\left|s^{0}\right|$. Clearly, $\mathrm{SUM}_{i}=\mathrm{SUM}_{i-1}+\left|s^{i}\right|$ for all $i, 1 \leq i \leq s(\pi)-1$. Besides, when the algorithm stops, $\mathrm{SUM}=\mathrm{SUM}_{s(\pi)-1}=\left|s^{0}\right|+\left|s^{1}\right|+\cdots+\left|s^{s(\pi)}\right|=n$.

Now, assume that $\pi$ was given as input to Algorithm 10 and let $\pi^{i}$ be the permutation produced after $i$ iterations, with $\pi^{0}=\pi$. We can prove by induction that $\left|\operatorname{LIS}\left(\pi^{i}\right)\right| \geq \operatorname{SUM}_{i}$. For the base case, we have $\left|\operatorname{LIS}\left(\pi^{0}\right)\right| \geq \mathrm{SUM}_{0}$ because, by definition, $\left|\operatorname{LIS}\left(\pi^{0}\right)\right|$ must be equal or greater than the size of any strip of $\pi^{0}$. For the
induction step, assume the claim holds for some $0<i<A_{3}(\pi)$. Since Algorithm 10 never cuts a strip, all the strips of $\pi^{i}$ are formed by strips of $\pi^{0}$. Let $s^{\prime}$ be the strip of greatest size among all strips of $\pi^{0}$ whose elements do not belong to a given $\operatorname{LIS}\left(\pi^{i}\right)$. We have that $\left|\operatorname{LIS}\left(\pi^{i+1}\right)\right| \geq\left|\operatorname{LIS}\left(\pi^{i}\right)\right|+\left|s^{\prime}\right|$ because it is possible to apply a transposition on $\pi^{i}$ and obtain a new permutation containing an increasing subsequence formed by the elements of $s^{\prime}$ and $\operatorname{LIS}\left(\pi^{i}\right)$. If $\left|s^{\prime}\right| \geq\left|s^{i+1}\right|$, then $\left|\operatorname{LIS}\left(\pi^{i+1}\right)\right| \geq$ $\left|\operatorname{LIS}\left(\pi^{i}\right)\right|+\left|s^{\prime}\right| \geq \operatorname{SUM}_{i}+\left|s^{i+1}\right|=\operatorname{SUM}_{i+1}$. Otherwise, if $\left|s^{\prime}\right|<\left|s^{i+1}\right|$, it means that the elements of all strips $s^{t}, 0 \leq t \leq i+1$, belong to $\operatorname{LIS}\left(\pi^{i}\right)$, therefore $\left|\operatorname{LIS}\left(\pi^{i+1}\right)\right|>$ $\left|\operatorname{LIS}\left(\pi^{i}\right)\right| \geq \operatorname{SUM}_{i+1}$.

The inequality $\left|\operatorname{LIS}\left(\pi^{i}\right)\right| \geq \mathrm{SUM}_{i}$ implies that Algorithm 10 makes $|\operatorname{LIS}(\pi)|$ converge to $n$ applying no more transpositions than the number of iterations that procedure StripSum performs. Since it performs $s(\pi)-1$ iterations, the lemma follows.

Theorem 4. Algorithm 3 is a 3-approximation.
Proof. Lemma 15 guarantees that Algorithm 10 will never apply a transposition which moves the elements of the first strip of $\pi$ when $\pi_{1}=1$. Similarly, Lemma 16 guarantees that Algorithm 10 will never apply a transposition which moves the elements of the last strip of $\pi$ when $\pi_{n}=n$. For this reason, if we reduce permutation $\pi$ to a permutation $\sigma$, it is not hard to see that $A_{[10}(\pi)=A_{3}(\sigma)$. Thus, we can restrict our analysis to irreducible permutations.

Let $\gamma \in S_{n}^{*}$. By Lemma 18, we have that $A_{3}(\gamma) \leq s(\gamma)-1$. Since, by Lemma 13 $s(\gamma)=b(\gamma)-1$, we conclude that $A_{3}(\gamma) \leq b(\gamma)-2$. It means that $A_{3}(\gamma) \leq 3 d(\gamma)$ once $d(\gamma) \geq \frac{b(\gamma)}{3}$ (Lemma 12), and the theorem has been proved.

Since there are $O\left(n^{3}\right)$ possible transpositions to consider per iteration, it takes $O(n \log n)$ time to determine a longest increasing subsequence of a permutation, it takes $O(1)$ time to determine whether a transposition cuts a strip of a permutation, and the while loop executes $O(n)$ times, we conclude that Algorithm 10 runs in $O\left(n^{5} \log n\right)$ time.

### 4.4 Computing Permutation Codes in $O(n \log n)$ Time

In this section, we describe how to compute the left and right codes of a permutation with $n$ elements in $O(n \log n)$ time, what allow us to implement Benoît-Gagné and Hamel's algorithm [14 in such a way that its running time becomes $O(n \log n)$. We note that permutation codes are closely related to the Lehmer code 95 (in fact, the Lehmer code is equivalent to the right code of a permutation) and there are known algorithms for computing the Lehmer code in $O(n \log n)$ time (see [4, page 235]).

Given a permutation $\pi \in S_{n}$, the left code of the element $\pi_{k}$ in the interval $[i, j]$, denoted by $l c_{[i, j]}$, is defined as

$$
l c_{[i, j]}\left(\pi_{k}\right)=\mid\left\{\pi_{l}: \pi_{l}>\pi_{k} \text { and } i \leq l \leq k-1\right\} \mid
$$

for all $i \leq k \leq j$. Similarly, the right code of the element $\pi_{k}$ in the interval $[i, j]$, denoted by $r c_{[i, j]}$, is defined as

$$
r c_{[i, j]}\left(\pi_{k}\right)=\mid\left\{\pi_{l}: \pi_{l}<\pi_{k} \text { and } k+1 \leq l \leq j\right\} \mid
$$

for all $i \leq k \leq j$. If $i=j$, then we define $l c_{[i, i]}\left(\pi_{k}\right)=r c_{[i, i]}\left(\pi_{k}\right)=0$.
It is not hard to realize that $l c_{[i, j]}\left(\pi_{k}\right)=l c\left(\pi_{k}\right)$ and $r c_{[i, j]}\left(\pi_{k}\right)=\operatorname{rc}\left(\pi_{k}\right)$ when $i$ $=1$ and $j=n$. By looking at the problem of computing the left/right code of the elements of a permutation $\pi \in S_{n}$ as the problem of computing the left/right code of such elements in the interval $[1, n]$, it becomes clearer that we can use a divide-andconquer approach to solve it. Firstly, we compute recursively the left/right code of the elements $\pi_{1} \pi_{2} \ldots \pi_{m}$ in the interval $[1, m]$ and the left/right code of the elements $\pi_{m+1} \pi_{m+2} \ldots \pi_{n}$ in the interval $[m+1, n]$ such that $m=\left\lfloor\frac{n+1}{2}\right\rfloor$. As for the base case, we have $l c_{[i, i]}\left(\pi_{i}\right)=r c_{[i, i]}\left(\pi_{i}\right)=0$ for all $1 \leq i \leq n$. Once the left/right codes of these elements have been computed in the referred intervals, we have that:

- $l c_{[1, n]}\left(\pi_{k}\right)=l c_{[1, m]}\left(\pi_{k}\right)$ for all $1 \leq k \leq m$ and $l c_{[1, n]}\left(\pi_{k}\right)=l c_{[m+1, n]}\left(\pi_{k}\right)+\mid\left\{\pi_{l}\right.$ : $\pi_{l}>\pi_{k}$ and $\left.1 \leq l \leq m\right\} \mid$ for all $m+1 \leq k \leq n$;
- $r c_{[1, n]}\left(\pi_{k}\right)=r c_{[m+1, n]}\left(\pi_{k}\right)$ for all $m+1 \leq k \leq n$ and $r c_{[1, n]}\left(\pi_{k}\right)=r c_{[1, m]}\left(\pi_{k}\right)+$ $\mid\left\{\pi_{l}: \pi_{l}<\pi_{k}\right.$ and $\left.m+1 \leq l \leq n\right\} \mid$ for all $1 \leq k \leq m$.

This means that, regarding the left code, the main question is how to efficiently compute $\mid\left\{\pi_{l}: \pi_{l}>\pi_{k}\right.$ and $\left.1 \leq l \leq m\right\} \mid$ for every element $\pi_{k}$ such that $m+1 \leq k \leq$ $n$; regarding the right code, it is how to efficiently compute $\mid\left\{\pi_{l}: \pi_{l}<\pi_{k}\right.$ and $m+1$ $\leq l \leq n\} \mid$ for every element $\pi_{k}$ such that $1 \leq k \leq m$.

The answer for the above questions relies on mergesort, that is, it is possible to adapt the merge step of mergesort so that we can efficiently establish the order relations between the elements and, consequently, we can efficiently compute those values. Firstly, we present an algorithm, called MergeLeftCodes, that shows how to accomplish it regarding the left code.

Algorithm MergeLeftCodes receives four parameters as input: a vector $L$ containing the elements $\pi_{i}, \pi_{i+1}, \ldots, \pi_{j}$ ordered in ascending order; a vector $R$ containing the elements $\pi_{j+1}, \pi_{j+2}, \ldots, \pi_{k}$ ordered in ascending order; a vector $L C$ such that $L C[e]=l c_{[i, j]}\left(\pi_{e}\right)$ for all $i \leq e \leq j$ and $L C[e]=l c_{[j+1, k]}\left(\pi_{e}\right)$ for all $j+1 \leq e \leq k$; and the inverse permutation of $\pi, \pi^{-1}$. As a result, it returns a vector $M$ containing the elements of vectors $L$ and $R$ ordered in ascending order and updates vector $L C$ in such a way that $L C[e]=l c_{[i, k]}\left(\pi_{e}\right)$ for all $i \leq e \leq k$.

We will prove the correctness of Algorithm MergeLeftCodes by proving that the following loop invariants hold for the while loop of lines 7-18:

- vector $M$ contains the $m-1$ smallest elements of $L$ and $R$ ordered in ascending order;
- $L C[e]=l c_{[i, k]}\left(\pi_{e}\right)$, where $e=\pi_{M[t]}^{-1}$, for all $1 \leq t \leq m-1$;
- $L[l]$ and $R[r]$ are the smallest elements of vectors $L$ and $R$ that have not been copied to $M$.

```
Algorithm 11: MergeLeftCodes.
    Data: Three vectors \(L, R\) and \(L C\), and permutation \(\pi^{-1} \in S_{n}\).
    Result: Returns a vector containing the elements of \(L\) and \(R\) ordered in
                ascending order and updates vector \(L C\) in such a way that \(L C[e]=\)
                \(l c_{[i, k]}\left(\pi_{e}\right)\) for all \(i \leq e \leq k\).
    \(l \leftarrow 1 ;\)
    \(r \leftarrow 1 ;\)
    \(m \leftarrow 1 ;\)
    Let \(M\) be a vector of size \(|L|+|R|\);
    \(R[|R|+1] \leftarrow n+1 ;\)
    \(L[|L|+1] \leftarrow n+1 ;\)
    while \(m \leq|M|\) do
        if \(R[r]<L[l]\) then
            \(M[m] \leftarrow R[r] ;\)
            \(e \leftarrow \pi_{M[m]}^{-1}\);
            \(L C[e] \leftarrow L C[e]+|L|-l ;\)
            \(r \leftarrow r+1 ;\)
        else
            \(M[m] \leftarrow L[l] ;\)
            \(l \leftarrow l+1 ;\)
        end
        \(m \leftarrow m+1 ;\)
    end
    return \(M\);
```

It not hard to see that these loop invariants hold before the first iteration of the while loop of lines 7-18. At each iteration, we have to consider two possibilities: either $R[r]<L[l]$ or $R[r]>L[l]$.

If $R[r]<L[l]$, then $R[r]$ is the smallest element that has not been copied to $M$, therefore it is copied to $M$ (line 9). Since the elements of $L$ are to the left of the elements of $R$ in the permutation $\pi$, it means that there exists $|L|-l$ elements greater than $M[m]$ and to its left in $\pi$ considering just the elements of $L$ (note that the element $n+1$ must not be considered). Given that $L C[e], e=\pi_{M[m]}^{-1}$, equals the number of elements greater than $M[m]$ and to its left in $\pi$ considering just the elements of $R$, we conclude that $L C[e]+|L|-l$ equals the number of elements greater then $M[m]$ and to its left in $\pi$ considering both the elements of $L$ and $R$. In other words, we have $L C[e]=l c_{[i, k]}\left(\pi_{e}\right)$ after line 11 . Finally, the variables $r$ and $m$ are incremented (lines 12 and 17), thus the loop invariants still hold.

If $R[r]>L[l]$, then $L[l]$ is the smallest element that has not been copied to $M$, therefore it is copied to $M$ (line 14). Since the elements of $L$ are to the left of the elements of $R$ in the permutation $\pi$, we have $L C[e]=l c_{[i, k]}\left(\pi_{e}\right), e=\pi_{M[m]}^{-1}$, therefore it is not necessary to update vector $L C$. Finally, the variables $l$ and $m$ are incremented (lines 15 and 17), thus the loop invariants still hold.

After the while loop of lines 7-18 terminates, it is clear that vector $M$ will contain the elements of vectors $L$ and $R$ ordered in ascending order. Besides, vector $L C$ will have been updated in such a way that $L C[e]=l_{[i, k]}\left(\pi_{e}\right)$ for all $i \leq e \leq k$.

As for the time complexity of Algorithm MergeLeftCodes, we have that each of the lines $1,2,3,5$, and 6 runs in time $O(1)$, line 4 runs in time $O(n)$, and the while loop executes $O(n)$ times. Therefore, Algorithm MergeLeftCodes runs in $O(n)$ time.

With Algorithm MergeLeftCodes in hand, the recursive algorithm that computes the left code of the elements $\pi_{i} \pi_{i+1} \ldots \pi_{j}$ in the interval $[i, j]$ can be trivially derived from the discussion held at the beginning of this section. This algorithm is called RecursiveLeftCode and it is presented below. In order to obtain the left code of a permutation $\pi$, we simply execute Algorithm RecursiveLeftCode as described by Algorithm 13.

```
Algorithm 12: RecursiveLeftCode.
    Data: A permutation \(\pi \in S_{n}\) and its inverse, \(\pi^{-1}\), vector \(L C\), and indexes \(i\)
                and \(j\).
    Result: Returns a vector containing the elements \(\pi_{i} \pi_{i+1} \ldots \pi_{j}\) ordered in
                ascending order and updates vector \(L C\) in such a way that \(L C[e]=\)
                \(l c_{[i, j]}\left(\pi_{e}\right)\) for all \(i \leq e \leq j\).
    \(m \leftarrow\left\lfloor\frac{i+j}{2}\right\rfloor ;\)
    if \(i<j\) then
        \(L \leftarrow \operatorname{RecursiveLeftCode}\left(\pi, \pi^{-1}, L C, i, m\right) ;\)
        \(R \leftarrow \operatorname{RecursiveLeftCode}\left(\pi, \pi^{-1}, L C, m+1, j\right)\);
        \(M \leftarrow\) MergeLeftCodes ( \(L, R, L C, \pi^{-1}\) );
    else
        Let \(M\) be a vector of size 1 ;
        \(M[1] \leftarrow \pi_{i} ;\)
        \(L C[i] \leftarrow 0 ;\)
    end
    return \(M\);
```

The time complexity of Algorithm RecursiveLeftCode equals the time complexity of mergesort, which is $O(n \log n)$. Computing $\pi^{-1}$ as well as creating a vector of size $n$ takes $O(n)$ time, therefore Algorithm 13 runs in $O(n \log n)$ time.

In the case of the right code, the adaptation to the merge step of mergesort is very similar to the one made in the case of the left code, except that the elements are ordered in descending order rather than in ascending order. Moreover, it is not hard to see that the correctness and complexity analyses of the algorithms for computing

```
Algorithm 13: Computing the left code of a permutation.
    Data: A permutation \(\pi \in S_{n}\).
    Result: Returns a vector containing the left codes of the elements of \(\pi\).
    Compute \(\pi^{-1}\);
    Let \(L C\) be a vector of size \(n\);
    RecursiveLeft \(\operatorname{Code}\left(\pi, \pi^{-1}, L C, 1, n\right)\);
    return \(L C\);
```

the right code of a permutation are analogous to the ones performed for algorithms MergeLeftCodes and RecursiveLeftCode, therefore we omit them.

### 4.5 Experimental Results and Discussion

The following sections describe the experiments we have performed and discuss the results we have obtained. The algorithms described in this paper were implemented in Java, while the algorithms based on the cycle graph were implemented in Python (we used Dias and Dias [36, 37] implementations). The experiments were performed on an Intel ${ }^{\circledR}$ Core ${ }^{\text {TM }}$ i $7-2600 \mathrm{~K} \mathrm{CPU}$ at 3.40 GHz with 16 GB of RAM running Ubuntu 12.04.2 LTS operating system.

### 4.5.1 Experiments on small permutations

The approximation algorithms presented in Section 4.3 were implemented and tested by their authors for verifying their performance in practice. One kind of test was to compare the distance computed by the algorithm with $d(\pi)$ for every $\pi \in S_{n}$ in order to obtain the real approximation ratio of the respective approximation algorithm for small permutations. More specifically, Walter, Dias, and Meidanis [124] ran this test for $1 \leq n \leq 11$, Benoît-Gagné and Hamel [14] ran it for $1 \leq n \leq 9$, and Guyer, Heath, and Vergara 69 ran it just for $n=6$.

We ran this kind of test for $1 \leq n \leq 13$ for all algorithms using GRAAu [58], and the results are presented in tables 4.1, 4.2, and 4.3, where $n$ is the size of the permutations, Max. Dist. is the greatest distance outputted by the algorithm, Avg. Dist. is the average of the distances outputted by the algorithm, Avg. Ratio is the average of the ratios between the distance outputted by the algorithm and the transposition distance, Max. Ratio is the greatest ratio among all the ratios between the distance outputted by the algorithm and the transposition distance, and Equals is the percentage of distances outputted by the algorithm that is equal to the transposition distance.

Firstly, we note that the results obtained by Walter, Dias, and Meidanis for their 2.25 -approximation algorithm are incorrect. For instance, the maximum value of $\frac{A_{8}(\pi)}{d(\pi)}$ they observed for $n=11$ was $\frac{10}{5}$. But this result cannot be right because $A_{区}(\pi) \leq$ 9 for every $\pi \in S_{11}$. Given a permutation $\pi \in S_{n}$, it is easy to see that $0 \leq b(\pi) \leq$

Table 4.1: Results obtained from the audit of the implementation of Walter, Dias, and Meidanis' algorithm.

| $\mathbf{n}$ | Max. Dist. | Avg. Dist. | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 2 | 1.00 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 3 | 1.54 | 1.00 | 1.00 | $100.00 \%$ |
| 5 | 3 | 2.08 | 1.00 | 1.00 | $100.00 \%$ |
| 6 | 4 | 2.61 | 1.00 | 1.33 | $99.17 \%$ |
| 7 | 5 | 3.14 | 1.00 | 1.33 | $98.57 \%$ |
| 8 | 6 | 3.66 | 1.01 | 1.50 | $97.12 \%$ |
| 9 | 6 | 4.19 | 1.01 | 1.50 | $96.06 \%$ |
| 10 | 7 | 4.70 | 1.01 | 1.50 | $94.15 \%$ |
| 11 | 8 | 5.22 | 1.01 | 1.60 | $92.84 \%$ |
| 12 | 9 | 5.73 | 1.02 | 1.60 | $90.68 \%$ |
| 13 | 9 | 6.24 | 1.02 | 1.60 | $89.30 \%$ |

Table 4.2: Results obtained from the audit of the implementation of Benoît-Gagné and Hamel's algorithm.

| $\mathbf{n}$ | Max. Dist. | Avg. Dist. | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 2 | 1.00 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 3 | 1.54 | 1.00 | 1.00 | $100.00 \%$ |
| 5 | 4 | 2.13 | 1.02 | 1.50 | $95.00 \%$ |
| 6 | 5 | 2.75 | 1.06 | 1.67 | $85.00 \%$ |
| 7 | 6 | 3.42 | 1.10 | 2.00 | $71.77 \%$ |
| 8 | 7 | 4.13 | 1.14 | 2.00 | $56.41 \%$ |
| 9 | 8 | 4.87 | 1.18 | 2.00 | $41.62 \%$ |
| 10 | 9 | 5.63 | 1.22 | 2.25 | $28.80 \%$ |
| 11 | 10 | 6.42 | 1.25 | 2.25 | $18.74 \%$ |
| 12 | 11 | 7.22 | 1.29 | 2.25 | $11.57 \%$ |
| 13 | 12 | 8.05 | 1.32 | 2.40 | $6.77 \%$ |

Table 4.3: Results obtained from the audit of the implementation of Algorithm 3, which is a constrained version of Guyer, Heath, and Vergara's heuristic.

| $\mathbf{n}$ | Max. Dist. | Avg. Dist. | Avg. Ratio | Max. Ratio | Equals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.00 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1 | 0.50 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 2 | 1.00 | 1.00 | 1.00 | $100.00 \%$ |
| 4 | 3 | 1.54 | 1.00 | 1.00 | $100.00 \%$ |
| 5 | 4 | 2.10 | 1.01 | 1.50 | $97.50 \%$ |
| 6 | 5 | 2.67 | 1.03 | 1.50 | $92.78 \%$ |
| 7 | 6 | 3.26 | 1.05 | 1.67 | $86.45 \%$ |
| 8 | 7 | 3.86 | 1.06 | 1.67 | $77.93 \%$ |
| 9 | 8 | 4.48 | 1.08 | 2.00 | $69.06 \%$ |
| 10 | 9 | 5.10 | 1.10 | 2.00 | $58.94 \%$ |
| 11 | 10 | 5.73 | 1.12 | 2.00 | $49.61 \%$ |
| 12 | 11 | 6.38 | 1.14 | 2.00 | $40.23 \%$ |
| 13 | 12 | 7.03 | 1.15 | 2.25 | $32.18 \%$ |

Table 4.4: Permutations $\pi^{m}$ of size $3 m+1, m \in\{5,6,7\}$, for which $\frac{p\left(\pi^{m}\right)}{d\left(\pi^{m}\right)}=\frac{3 m}{m+1}$. Note that $d\left(\pi^{m}\right) \geq \frac{b\left(\pi^{m}\right)}{3} \geq m+1$.

| Permutation | Transposition Sorting Sequence |
| :--- | :--- |
| $\pi^{5}=(16941161582127$ | $\rho(5,9,12), \rho(1,7,10), \rho(3,9,14), \rho(5,10$, |
| $531413101)$ | $17), \rho(6,10,14), \rho(1,7,11)$ |
| $\pi^{6}=(191141861481310$ | $\rho(4,12,17), \rho(7,12,16), \rho(6,9,15), \rho(1$, |
| $21559731716121)$ | $5,11), \rho(3,8,20), \rho(4,13,17), \rho(1,5,13)$ |
| $\pi^{7}=(221342161781610$ | $\rho(4,14,20), \rho(8,13,19), \rho(7,10,18), \rho(6$, |
| 1512218511973201914 | $9,17), \rho(1,5,11), \rho(3,8,23), \rho(4,16,20)$, |
| $1)$ | $\rho(1,5,15)$ |

$n+1$. As discussed in Section 4.3.1, $A_{\boxtimes}(\pi) \leq \frac{3}{4} b(\pi)$, therefore $A_{\boxed{8}}(\pi) \leq \frac{3 n+3}{4}$, and the claim follows.

The real approximation ratios observed for the 2.25-approximation algorithm seem to increase in a progression that converges to 2 , that is, $\frac{2}{2}, \frac{4}{3}, \frac{6}{4}, \frac{8}{5}, \ldots, \frac{2 k}{k+1}$. This may indicate that a deeper analysis of this algorithm could lead one to prove that it is in fact a 2 -approximation.

Regarding the 3-approximation algorithm developed by Benoît-Gagné and Hamel, if we just consider the real approximation ratios obtained for $n \in\{7,10,13\}$, we can observe that they seem to follow the progression $\frac{6}{3}, \frac{9}{4}, \frac{12}{5}, \ldots, \frac{3 k}{k+1}$. We ran further experiments to verify the strength of this assumption, and we found permutations $\pi^{m}$ of size $3 m+1, m \in\{5,6,7\}$, for which $\frac{p\left(\pi^{m}\right)}{d\left(\pi^{m}\right)}=\frac{3 m}{m+1}$ (these permutations are presented
in Table 4.4. Note that, for $m=7$, the real approximation ratio of Benoît-Gagné and Hamel's algorithm equals $\frac{21}{8}=2.625$. This is an indication that the approximation ratio of this algorithm may not be lowered, contradicting the hypothesis raised by Benoît-Gagné and Hamel that its approximation ratio "tends to a number significantly smaller than 3".

Figure 4.1 illustrates that, of the three algorithms, Walter, Dias, and Meidanis' algorithm has the best practical performance.

### 4.5.2 Experiments on large permutations

In order to investigate what happens in practice for large permutations and to compare the algorithms regarded in this paper against the best known algorithms based on the cycle graph (namely Bafna and Pevzner's 1.5-approximation algorithm [10], Elias and Hartman's 1.375-approximation algorithm [48, Dias and Dias' 36 extension of Bafna and Pevzner's algorithm [10, and Dias and Dias' 37] extension of Elias and Hartman's algorithm [48]) we tested all these algorithms on the same set of arbitrarily


Figure 4.1: Comparison of Walter, Dias, and Meidanis' algorithm (WDM), BenoîtGagné and Hamel's algorithm (BH), and the constrained version of Guyer, Heath, and Vergara's heuristic (GD) based on the results provided by GRAAu.
large permutations. This set consisted of 59,000 random permutations of sizes varying between 10 and 300 in intervals of 5 , with 1,000 permutations of each size.

Figure 4.2 shows the average distance computed for all algorithms. As can be seen, these data corroborate with the data obtained for small permutations, that is, of the three algorithms studied in this paper, Walter, Dias, and Meidanis' algorithm has the best practical performance. Figure 4.2 also shows that Walter, Dias, and Meidanis' algorithm provided results comparable to those provided by the algorithms based on the cycle graph. For the purpose of further verifying how good the algorithms studied in this paper performed in comparison to the algorithms based on the cycle graph, we computed how often each algorithm provided the best distance. The results are presented in figures 4.3 and 4.4 .


Figure 4.2: Comparison of Walter, Dias, and Meidanis' algorithm (WDM), BenoîtGagné and Hamel's algorithm (BH), the constrained version of Guyer, Heath, and Vergara's heuristic (GD), Bafna and Pevzner's algorithm (BP), Elias and Hartman's algorithm (EH), and Dias and Dias' algorithms (DD (BP) and DD (EH)) based on the average distance. Due to time constraints, we could not compute the average distance of the constrained version of Guyer, Heath, and Vergara's heuristic for permutations with more than 115 elements (note that this algorithm runs in $O\left(n^{5} \log n\right)$ time). The average distances computed for algorithms WDM, EH, DD (BP), DD (EH) and BP were about equal, therefore they are overlapping in the graph.

We can notice that the results were consistently the same regardless of the size of the permutations. Benoît-Gagné and Hamel's algorithm and the constrained version of Guyer, Heath, and Vergara's heuristic provided the best distance less times than the other algorithms (for permutations with more than 20 elements, they did not provide the best distance even once). Walter, Dias, and Meidanis' algorithm provided the best distance more times than Bafna and Pevzner's algorithm and Elias and Hartman's algorithm, but less times than Dias and Dias' algorithms. Although Walter, Dias, and Meidanis' algorithm did not outperform Dias and Dias' algorithms, which are the best known algorithms for sorting by transpositions, it is remarkable that it outperformed two approximation algorithms with much better approximation ratios.


Figure 4.3: Relative number of times each algorithm provided the best distance. Note that more than one algorithm can have provided the best distance.


Figure 4.4: Relative number of times each algorithm provided the best distance. Note that more than one algorithm can have provided the best distance.

### 4.6 Conclusions

In this paper, we revisited three algorithms for the problem of sorting by transpositions: Walter, Dias, and Meidanis' 2.25-approximation algorithm 124 , Benoît-Gagné and Hamel's 3 -approximation algorithm [14], and Guyer, Heath, and Vergara's heuristic 69]. These algorithms are based on alternative approaches to the cycle graph, which is the standard tool for tackling permutation sorting problems.

Regarding theoretical aspects, we closed a missing gap on the proof of the approximation ratio of Benoît-Gagné and Hamel's algorithm [14 and we demonstrated a way to run their algorithm in $O(n \log n)$ time. This latter reinforces Benoît-Gagné and Hamel's argument that, although there does exist better algorithms with respect to approximation ratio, their algorithm is fast. We proposed a minor adaptation to Guyer, Heath, and Vergara's heuristic [69] that allowed us to prove an approximation bound of 3 . Finally, with respect to Walter, Dias, and Meidanis' algorithm [124], we did not present any theoretical improvement, but we demonstrated that previous experimental data on its approximation ratio are incorrect.

Regarding practical aspects, we performed an experimental investigation of these three algorithms for small and large permutations. For the experiments on small permutations, we considered all permutations with up to 13 elements. To the best of our knowledge, this was the first time these algorithms were tested for all permutations with more that 11 elements. For the experiments on large permutations, we also taken into account approximation algorithms based on the cycle graph, namely Bafna and Pevzner's 1.5-approximation algorithm [10], Elias and Hartman's 1.375-approximation algorithm [48], Dias and Dias' [36] extension of Bafna and Pevzner's algorithm [10], and Dias and Dias' [37] extension of Elias and Hartman's algorithm [48]. The latter two are the best known algorithms for the problem of sorting by transpositions.

The experimental data yielded by the experiments on small permutations gave some insights on the approximation ratio of the algorithms under study. It indicated that the approximation ratio of Benoît-Gagné and Hamel's algorithm [14 may not be lowered, contradicting a first hypothesis [14] that it could be, and that the approximation ratio of Walter, Dias, and Meidanis' algorithm [124] may be lowered to 2 . Unfortunately, we could not obtain any proof regarding the tightness of the approximation ratio of the studied algorithms.

Both the experiments on small and large permutations pointed out Walter, Dias, and Meidanis' algorithm $\boxed{124}$ as the best algorithm out of the three algorithms based on alternative approaches. Moreover, the experiments on large permutations showed that Walter, Dias, and Meidanis' algorithm [124] provided results comparable to the ones provided by the algorithms based on the cycle graph. In fact, Walter, Dias, and Meidanis' algorithm 124 outperformed on average both Bafna and Pevzner's algorithm [10] and Elias and Hartman's algorithm [48], what is remarkable since these algorithms have much better approximation ratios.

We conclude that, although the algorithms based on alternative approaches have
worse approximation ratios, Benoît-Gagné and Hamel's algorithm [14] is a good alternative due to its simplicity and its practical and asymptotic speed, while Walter, Dias, and Meidanis' algorithm $\sqrt{124}$ is a good alternative in terms of practical results. The constrained version of Guyer, Heath, and Vergara's heuristic [69] proposed by us does not figure as a good alternative because it did not present good practical results and it has a prohibitive time complexity, just as the original heuristic.

Although the experimental data on small permutations suggested that none of the studied algorithms are promising alternatives in terms of approximation ratios, it is still not clear whether the approaches they rely on can or cannot yield algorithms with low approximation ratios. Therefore, searching for results that could help make progress on this question either way is an interesting direction to follow for future work.

## Chapter 5

## Sorting Signed Permutations by Short Operations *


#### Abstract

During evolution, global mutations may alter the order and the orientation of the genes in a genome. Such mutations are referred to as rearrangement events, or simply operations. In unichromosomal genomes, the most common operations are reversals, which are responsible for reversing the order and orientation of a sequence of genes, and transpositions, which are responsible for switching the location of two contiguous portions of a genome. The problem of computing the minimum sequence of operations that transforms one genome into another - which is equivalent to the problem of sorting a permutation into the identity permutation - is a well-studied problem that finds application in comparative genomics. There are a number of works concerning this problem in the literature, but they generally do not take into account the length of the operations (i.e. the number of genes affected by the operations). Since it has been observed that short operations are prevalent in the evolution of some species, algorithms that efficiently solve this problem in the special case of short operations are of interest. In this paper, we investigate the problem of sorting a signed permutation by short operations. More precisely, we study four flavors of this problem: (i) the problem of sorting a signed permutation by reversals of length at most 2 ; (ii) the problem of sorting a signed permutation by reversals of length at most 3 ; (iii) the problem of sorting a signed permutation by reversals and transpositions of length at most 2; and (iv) the problem of sorting a signed permutation by reversals and transpositions of length at most 3 . We present polynomial-time solutions for problems (i) and (iii), a 5 -approximation for problem (ii), and a 3 -approximation for problem (iv). Moreover, we show that the expected approximation ratio of the 5 -approximation algorithm is not greater than 3 for random signed permutations with more than 12 elements. Finally, we present experimental results that show that the approximation ratios of the approximation algorithms cannot be smaller than 3. In particular, this means that the approximation ratio of the 3 -approximation algorithm is tight.


[^5]
### 5.1 Background

One of the challenges of modern science is to understand how species evolve. As evolution can be viewed as a branching process, whereby new species arise from changes occurring in living organisms, the study of the evolutionary history of a group of species is commonly made by analyzing trees whose nodes represent species and edges represent evolutionary relationships. Since these relationships are referred to as phylogeny, such trees are called phylogenetic trees.

Phylogenies can be inferred from different kinds of data, from geographic and ecological, through behavioral, morphological, and metabolic, to molecular data, such as DNA. Molecular data have the advantage of being exact and reproducible, at least within experimental error, not to mention fairly easy to obtain [63, Chapter 12]. Among the existing methods for phylogenetic reconstruction from molecular data, we focus on those referred to as distance-based methods. These methods build the phylogenetic tree corresponding to a group of species as follows. First, the evolutionary distance between each pair of species is estimated in order to generate a distance matrix $M$ such that each entry $M_{i, j}$ contains the evolutionary distance between species $i$ and $j$. Then, the phylogenetic tree is constructed from this matrix using a specific algorithm, such as Neighbor-Joining [108]. Therefore, a key point of distance-based methods is how to estimate the evolutionary distance between two species.

A well-accepted approach for estimating the evolutionary distance is the genome rearrangement approach [54]. It proposes to estimate the evolutionary distance between two species using the rearrangement distance between their genomes, which is the length of the shortest sequence of genome-wide mutations, called rearrangement events, that transforms one genome into the other. Assuming genomes consist of a single linear chromosome, share the same set of genes, and contain no duplicated genes, we can represent them as permutations of integers where each integer corresponds to a gene. Besides, each integer may have a sign, + or - , indicating the gene orientation. Permutations whose elements have signs are called signed permutations and permutations whose elements do not have signs are called unsigned permutations.

By representing genomes as permutations, the problem of finding the shortest sequence of rearrangement events that transforms one genome into another can be reduced to the combinatorial problem of calculating the minimum number of operations necessary to transform one permutation into another. By algebraic properties of permutations, this problem can be equivalently stated as the problem of calculating the minimum number of operations necessary to transform one permutation into the identity permutation $(+1+2 \ldots+n)$. This problem is commonly referred to as the permutation sorting problem.

Depending on the operations allowed to sort a permutation, we have a different variant of the permutation sorting problem. Reversals and transpositions are the most often considered operations for phylogenetic reconstruction. A reversal is responsible for reversing the order and flipping the signs of a sequence of elements within
a permutation, while a transposition is responsible for switching the location of two contiguous portions of a permutation. The problem of sorting an unsigned permutation by reversals is an NP-hard problem [23]. It was introduced by Watterson et al. [126] and the best known result is due to Berman, Hannenhalli and Karpinski (15], who presented a 1.375-approximation algorithm. The problem of sorting a signed permutation by reversals was introduced by Bafna and Pevzner [9], who presented a 1.5-approximation algorithm. Hannenhalli and Pevzner [72] presented the first polynomial algorithm for this problem, which was further improved by Tannier, Bergeron and Sagot [119] to run in subquadratic time. Barder, Moret and Yan [8 showed how to determine the minimum number of reversals that sorts a signed permutation (without actually sorting) in linear time. The problem of sorting an unsigned permutation by transpositions is an NP-hard problem [22]. It was introduced by Bafna and Pevzner [10], who presented a 1.5-approximation algorithm. Later, Elias and Hartman [48] improved the approximation bound to 1.375 . Variants of the permutation sorting problem which allow both reversals and transpositions are also regarded in the literature 68, 107, 123.

Simultaneously with the study of the aforementioned variants of the permutation sorting problem, some researchers have investigated variants in which bounds are imposed on the lengths of the operations. Jerrum [80] proved that the problem of sorting an unsigned permutation by reversals (or transpositions) of length 2 is solvable in polynomial time. Later, Heath and Vergara [78] considered the problem of sorting an unsigned permutation by reversals of length at most 3 and presented the best known result for it, a 2-approximation algorithm. Heath and Vergara 76, 77, also considered the problem of sorting an unsigned permutation by transpositions of length at most 3 and presented a $\frac{4}{3}$-approximation algorithm. Jiang et al. 82 presented a $(1+\epsilon)$ approximation for unsigned permutations with many inversions and, more recently, Jiang et al. 81 also devised an $\frac{5}{4}$-approximation algorithm for sorting general unsigned permutations by transpositions of length at most 3. Finally, Vergara 121 showed that the $\frac{4}{3}$-approximation algorithm for the problem of sorting by transpositions of length at most 3 is a 2 -approximation algorithm for the problem of sorting by reversals and transpositions of length at most 3 .

The biological relevance of these bounded variants is grounded on the assumption that rearrangement events affecting large portions of a genome are less likely to occur. In the past, corroborating evidence has emerged, that is, separate sets of observations have shown the prevalence and significance of short reversals (i.e. reversals involving one or a few genes) in the evolution of bacterial genomes [32,94] and lower eukaryotes genomes 100,110 . This fact, together with the realization that signed permutations constitute a more biologically relevant model for genomes, motivated us to investigate the problem of sorting a signed permutation by short operations.

In preliminary work, Galvão and Dias [59] investigated the problem of sorting a signed permutation by reversals of length at most 3 and presented three approxima-
tion algorithms, the best one having an approximation factor of 9 . In this paper, we not only present an approximation algorithm with a better approximation factor, but also consider other bounded variants. More precisely, we study four variants of the permutation sorting problem: (i) the problem of sorting a signed permutation by reversals of length at most 2, (ii) the problem of sorting a signed permutation by reversals of length at most 3 , (iii) the problem of sorting a signed permutation by reversals and transpositions of length at most 2, and (iv) the problem of sorting a signed permutation by reversals and transpositions of length at most 3 . We present polynomial-time solutions for problems (i) and (iii), a 5 -approximation for problem (ii), and a 3-approximation for problem (iv). Moreover, we show that the expected approximation factor of the 5 -approximation algorithm is not greater than 3 for random signed permutations with more than 12 elements. Finally, we present experimental results that show that the approximation factors of the approximation algorithms cannot be smaller than 3. In particular, this means that the approximation factor of the 3 -approximation algorithm is tight.

### 5.2 Preliminaries

In this section, we present basic definitions that are used throughout this paper, generally following [59]. Let $n$ be a positive integer.

A signed permutation $\pi$ is a bijection of $\{-n, \ldots,-2,-1,1,2, \ldots, n\}$ onto itself that satisfies $\pi(-i)=-\pi(i)$ for all $i \in\{1,2, \ldots, n\}$. The two-row notation for a signed permutation is

$$
\pi=\left(\begin{array}{cccccccc}
-n & \ldots & -2 & -1 & 1 & 2 & \ldots & n \\
-\pi_{n} & \ldots & -\pi_{2} & -\pi_{1} & \pi_{1} & \pi_{2} & \ldots & \pi_{n}
\end{array}\right)
$$

$\pi_{i} \in\{1,2, \ldots, n\}$ for $1 \leq i \leq n$. The notation used in genome rearrangement literature, which is the one we will adopt, is the one-row notation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. Note that we drop the mapping of the negative elements since $\pi(-i)=-\pi(i)$ for all $i$ $\in\{1,2, \ldots, n\}$. By abuse of notation, we say that $\pi$ has size $n$. The set of all signed permutations of size $n$ is $S_{n}^{ \pm}$.

A signed reversal $\rho(i, j), 1 \leq i \leq j \leq n$, is an operation that transforms a signed permutation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1} \pi_{i} \pi_{i+1} \ldots \pi_{j-1} \pi_{j} \pi_{j+1} \ldots \pi_{n}\right)$ into the signed permutation $\pi \cdot \rho(i, j)=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1}-\pi_{j}-\pi_{j-1} \ldots-\pi_{i+1}-\pi_{i} \pi_{j+1} \ldots \pi_{n}\right)$. A signed reversal $\rho(i, j)$ is called a signed $k$-reversal if $k=j-i+1$. A signed $k$-reversal is called short if $k \leq 3$. It is called super short if $k \leq 2$.

The problem of sorting by signed short reversals consists in finding the minimum number of signed short reversals that transform a permutation $\pi \in S_{n}^{ \pm}$into the identity permutation $\iota_{n}=(+1+2 \ldots+n)$. This number is referred to as the signed short reversal distance of permutation $\pi$ and it is denoted by $d_{s s r}(\pi)$. Similarly, the problem of sorting by signed super short reversals consists in finding the minimum number of
signed super short reversals that transform a permutation $\pi \in S_{n}^{ \pm}$into $\iota_{n}$. This number is referred to as the signed super short reversal distance of permutation $\pi$ and it is denoted by $d_{s s s r}(\pi)$.

A transposition $\rho(i, j, k), 1 \leq i<j<k \leq n+1$, is an operation that transforms a signed permutation $\pi=\left(\pi_{1} \ldots \pi_{i-1} \underline{\pi_{i} \ldots \pi_{j-1}} \underline{\pi_{j} \ldots \pi_{k-1}} \pi_{k} \ldots \pi_{n}\right)$ into the signed permutation $\pi \cdot \rho(i, j, k)=\left(\pi_{1} \ldots \pi_{i-1} \underline{\pi_{j} \ldots \pi_{k-1}} \underline{\pi_{i} \ldots} \pi_{j-1} \pi_{k} \ldots \pi_{n}\right)$. A transposition $\rho(i, j, k)$ is called an $(x, y)$-transposition, where $x=j-i$ and $y=k$ $-j$. An $(x, y)$-transposition is called short if $x+y \leq 3$. It is called super short if $x$ $+y=2$.

The problem of sorting by signed short operations consists in finding the minimum number of signed short reversals and short transpositions that transform a permutation $\pi \in S_{n}^{ \pm}$into $\iota_{n}$. This number is referred to as the signed short operation distance of permutation $\pi$ and it is denoted by $d_{\text {sso }}(\pi)$. Similarly, the problem of sorting by signed super short operations consists in finding the minimum number of signed super short reversals and super short transpositions that transform a permutation $\pi \in S_{n}^{ \pm}$ into $\iota_{n}$. This number is referred to as the signed super short operation distance of a permutation $\pi$ and it is denoted by $d_{\text {ssso }}(\pi)$.

We say that a pair of elements $\left(\pi_{i}, \pi_{j}\right)$ of a signed permutation $\pi$ is an inversion if $i<j$ and $\left|\pi_{i}\right|>\left|\pi_{j}\right|$. The number of inversions in a signed permutation $\pi$ is denoted by $\operatorname{Inv}(\pi)$.

Lemma 19. Let $\pi$ be a signed permutation. If $\operatorname{Inv}(\pi)>0$, then there exists an inversion $\left(\pi_{i}, \pi_{j}\right)$ such that $j=i+1$.

Proof. Let $\pi_{1}, \pi_{2}, \ldots, \pi_{i}$ be a maximal subsequence such that $\left|\pi_{1}\right|<\left|\pi_{2}\right|<\cdots<\left|\pi_{i}\right|$. Since $\operatorname{Inv}(\pi)>0$, we have that $i<n$. So $\left|\pi_{i+1}\right|<\left|\pi_{i}\right|$ and the result follows.

Let $\Delta \operatorname{Inv}(\pi, \rho)$ denote the change in the number of inversions in a signed permutation $\pi$ due to the application of an operation $\rho$, that is, $\Delta \operatorname{Inv}(\pi, \rho)=\operatorname{Inv}(\pi)-\operatorname{Inv}(\pi$ - $\rho$ ). The following lemma provides bounds on the value of $\Delta \operatorname{Inv}(\pi, \rho)$ considering that $\rho$ is a short operation.

Lemma 20. Let $\pi$ be a signed permutation. Then, we have that
i) $-1 \leq \Delta \operatorname{Inv}(\pi, \rho) \leq 1$ if $\rho$ is a super short operation,
ii) $-2 \leq \Delta \operatorname{Inv}(\pi, \rho) \leq 2$ if $\rho$ is a short transposition, and
iii) $-3 \leq \Delta \operatorname{Inv}(\pi, \rho) \leq 3$ if $\rho$ is a signed short reversal.

Proof. Suppose first that $\rho$ is a super short operation. If $\rho$ is a 1-reversal, then $\Delta \operatorname{Inv}(\pi$, $\rho)=0$. Moreover, if $\rho$ is a signed 2-reversal $\rho(i, i+1)$ or a $(1,1)$-transposition $\rho(i$, $i+1, i+2)$, then $\Delta \operatorname{Inv}(\pi, \rho)=1$ if $\left(\pi_{i}, \pi_{i+1}\right)$ is an inversion and $\Delta \operatorname{Inv}(\pi, \rho)=-1$ otherwise.

Now, suppose that $\rho$ is a $(1,2)$-transposition $\rho(i, i+1, i+2)$. We have that if $\left(\pi_{i}\right.$, $\left.\pi_{i+1}\right)$ and $\left(\pi_{i}, \pi_{i+2}\right)$ are inversions, then $\Delta \operatorname{Inv}(\pi, \rho)=2$. On the other hand, if $\left(\pi_{i}\right.$,
$\left.\pi_{i+1}\right)$ and $\left(\pi_{i}, \pi_{i+2}\right)$ are not inversions, then $\Delta \operatorname{Inv}(\pi, \rho)=-2$. Finally, if either $\left(\pi_{i}\right.$, $\left.\pi_{i+1}\right)$ or $\left(\pi_{i}, \pi_{i+2}\right)$ is an inversion, then $\Delta \operatorname{Inv}(\pi, \rho)=0$. Note that a similar argument holds if $\rho$ is a $(2,1)$-transposition.

Finally, suppose that $\rho$ is a signed 3 -reversal $\rho(i, i+2)$. We have that if $\left|\pi_{i}\right|>$ $\left|\pi_{i+1}\right|>\left|\pi_{i+2}\right|$, then $\Delta \operatorname{Inv}(\pi, \rho)=3$. On the other hand, if $\left|\pi_{i}\right|<\left|\pi_{i+1}\right|<\left|\pi_{i+2}\right|$, then $\Delta \operatorname{Inv}(\pi, \rho)=-3$. Since in the other subcases we have that $-1 \leq \Delta \operatorname{Inv}(\pi, \rho) \leq 1$, the lemma follows.

### 5.3 Sorting by Bounded Signed Reversals

In this section, we present a polynomial-time solution for the problem of sorting by super short signed reversals and a 5 -approximation algorithm for the problem of sorting by signed short reversals. Before we present the main results, we first introduce a useful tool for tackling these problems, the vector diagram. This tool was also used by Heath and Vergara 78,121 for the problem of sorting by (unsigned) short reversals.

### 5.3.1 The Vector Diagram

For each element $\pi_{i}$ of a signed permutation $\pi$, we define a vector $v\left(\pi_{i}\right)$ whose length is given by $\left|v\left(\pi_{i}\right)\right|=\left|\left|\pi_{i}\right|-i\right|$. If $\left|v\left(\pi_{i}\right)\right|>0$, the vector $v\left(\pi_{i}\right)$ has a direction indicated by the sign of $\left|\pi_{i}\right|-i$. The vector $v\left(\pi_{i}\right)$ is a right vector if $\left|\pi_{i}\right|-i>0$ while it is a left vector if $\left|\pi_{i}\right|-i<0$. If the length of $v\left(\pi_{i}\right)$ is zero, then $v\left(\pi_{i}\right)$ is said to be a positive zero vector if $\pi_{i}=i$ and a negative zero vector if $\pi_{i}=-i$. A vector diagram $V_{\pi}$ of $\pi$ is the set of vectors of the elements of $\pi$. The sum of the lengths of all the vectors in $V_{\pi}$ is denoted by $\operatorname{Vec}(\pi)$. See Figure 5.1 for an example.


Figure 5.1: Vector diagram of the signed permutation $\pi=(+3-4+6-1+5-2)$. Note that $\operatorname{Vec}(\pi)=14$.

Two elements $\pi_{i}$ and $\pi_{j}, i<j$, of a signed permutation $\pi$ are said to be vectoropposite if the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ differ in direction, $\left|v\left(\pi_{i}\right)\right| \geq j-i$, and $\left|v\left(\pi_{j}\right)\right|$ $\geq j-i$. Besides, they are said to be m-vector-opposite if $j-i=m$. Note that $m$ specifies the distance between vector-opposite elements. For instance, in Figure 5.1 the elements $\pi_{2}=-4$ and $\pi_{4}=-1$ are 2 -vector-opposite elements.

Lemma 21. Let $\pi$ be a signed permutation. If $\operatorname{Inv}(\pi)>0$, then $\pi$ contains at least a pair of vector-opposite elements.

Proof. We say that an element $\pi_{e}$ in $\pi$ is out-of-place if $\left|\pi_{e}\right| \neq e$. Note that there must exist out-of-place elements in $\pi$ if $\operatorname{Inv}(\pi)>0$. Among all out-of-place elements in $\pi$, let $\pi_{i}$ be the one with the greatest absolute value. We first show by contradiction that $v\left(\pi_{i}\right)$ is a right vector. Suppose $v\left(\pi_{i}\right)$ is a left vector, that is, $\left|\pi_{i}\right|-i<0$. Then the element $\pi_{k}$ such that $\left|\pi_{k}\right|=i$ is an out-of-place element with absolute value greater than $\left|\pi_{i}\right|$, a contradiction.

Now since there is at least one right vector in $V_{\pi}$, there exists a rightmost right vector in $V_{\pi}$, that is, a right vector $v\left(\pi_{i}\right)$ such that $i$ is as large as possible. The element $\pi_{k}$ such that $k=\left|\pi_{i}\right|$ is out-of-place since $\left|\pi_{k}\right| \neq k$. The vector $v\left(\pi_{k}\right)$ is therefore a left vector as it occurs to the right of $v\left(\pi_{i}\right)$, the rightmost right vector. Consider the elements $\pi_{i+1}, \pi_{i+2}, \ldots, \pi_{k}$. At least one of these elements corresponds to a left vector. Select the leftmost left vector from these elements, that is, select the vector $v\left(\pi_{j}\right)$ such that $i+1 \leq j \leq k$ and $j$ is as small as possible.

We claim that $\pi_{i}$ and $\pi_{j}$ are vector-opposite elements. Since $\left|v\left(\pi_{i}\right)\right|=k \geq j$, all that remains to be shown is that $\left|v\left(\pi_{j}\right)\right| \leq i$. In other words, we need to show that the correct position of element $\pi_{j}$ does not occur to the right of position $i$. For a contradiction, suppose this is the case. Then the element $\pi_{t}$ such that $t=\left|\pi_{j}\right|$ is out-of-place and therefore $v\left(\pi_{t}\right)$ is either a right or left vector. It is not a right vector since it occurs on the right of $v\left(\pi_{i}\right)$, the rightmost right vector. It is not a left vector since it occurs on the left of $v\left(\pi_{j}\right)$, the leftmost left vector from a set that includes $v\left(\pi_{t}\right)$. Then we have a contradiction since we have found an out-of-place element that corresponds to a zero vector. The lemma follows.

Lemma 22. Let $\pi \in S_{n}^{ \pm}$be a signed permutation such that $\operatorname{Inv}(\pi)>0$ and let $\pi_{i}$ and $\pi_{j}$ be m-vector-opposite elements. Moreover, let $\pi^{\prime} \in S_{n}^{ \pm}$be a signed permutation such that $\left|\pi_{i}^{\prime}\right|=\left|\pi_{j}\right|,\left|\pi_{j}^{\prime}\right|=\left|\pi_{i}\right|$, and $\left|\pi_{k}^{\prime}\right|=\left|\pi_{k}\right|$ for all $k \notin\{i, j\}$. Then $\operatorname{Vec}(\pi)-$ $\operatorname{Vec}\left(\pi^{\prime}\right)=2 m$.

Proof. We have that

$$
\begin{aligned}
\operatorname{Vec}(\pi)-\operatorname{Vec}\left(\pi^{\prime}\right) & =\sum_{k=1}^{n}\left(\left|v\left(\pi_{k}\right)\right|-\left|v\left(\pi_{k}^{\prime}\right)\right|\right) \\
& =\left|v\left(\pi_{i}\right)\right|-\left|v\left(\pi_{i}^{\prime}\right)\right|+\left|v\left(\pi_{j}\right)\right|-\left|v\left(\pi_{j}^{\prime}\right)\right| \\
& =m+m \\
& =2 m
\end{aligned}
$$

and therefore the lemma follows.
Let $\Delta \operatorname{Vec}(\pi, \rho)$ denote the change in the sum of the lengths of all the vectors in $V_{\pi}$ due to the application of a signed reversal $\rho$, that is, $\Delta \operatorname{Vec}(\pi, \rho)=\operatorname{Vec}(\pi)-\operatorname{Vec}(\pi$ - $\rho$ ). The following lemma provides bounds on the value of $\Delta \operatorname{Vec}(\pi, \rho)$ considering that $\rho$ is a signed short reversal.

Lemma 23. Let $\pi$ be a signed permutation. Then, we have that

$$
\text { i) } \Delta \operatorname{Vec}(\pi, \rho)=0 \text { if } \rho \text { is a signed 1-reversal, }
$$

ii) $-2 \leq \Delta \operatorname{Vec}(\pi, \rho) \leq 2$ if $\rho$ is a signed 2-reversal, and
iii) $-4 \leq \Delta \operatorname{Vec}(\pi, \rho) \leq 4$ if $\rho$ is a signed 3-reversal.

Proof. Suppose first that $\rho$ is a signed 1-reversal $\rho(i, i)$. In this case, $\rho$ does not affect the length of the vector $v\left(\pi_{i}\right)$, therefore $\Delta \operatorname{Vec}(\pi, \rho)=0$.

Now, suppose that $\rho$ is a signed 2 -reversal $\rho(i, i+1)$. If the elements $\pi_{i}$ and $\pi_{i+1}$ are 1-vector-opposite, then $\Delta \operatorname{Vec}(\pi, \rho)=2$. On the other hand, if $v\left(\pi_{i}\right)$ is a zero or a left vector and $v\left(\pi_{i+1}\right)$ is a zero or a right vector, then $\Delta \operatorname{Vec}(\pi, \rho)=-2$. Note that $\Delta \operatorname{Vec}(\pi, \rho)$ cannot be greater than 2 and cannot be less than -2 because $\rho(i, i+1)$ can increase or decrease the length of $v\left(\pi_{i}\right)$ and $v\left(\pi_{i+1}\right)$ by just one unit.

Finally, suppose that $\rho$ is a signed 3 -reversal $\rho(i, i+2)$. Note that $\rho$ does not affect the length of the vector $v\left(\pi_{i+1}\right)$. Now, if the elements $\pi_{i}$ and $\pi_{i+2}$ are 2 -vectoropposite, then $\Delta \operatorname{Vec}(\pi, \rho)=4$. On the other hand, if $v\left(\pi_{i}\right)$ is a zero or a left vector and $v\left(\pi_{i+2}\right)$ is a zero or a right vector, then $\Delta \operatorname{Vec}(\pi, \rho)=-4$. Note that $\Delta \operatorname{Vec}(\pi, \rho)$ cannot be greater than 4 and cannot be less than -4 because $\rho(i, i+2)$ can increase or decrease the length of $v\left(\pi_{i}\right)$ and $v\left(\pi_{i+2}\right)$ by just two units.

### 5.3.2 Sorting by Signed Super Short Reversals

From the proof of Lemma 20, we have that a signed 1-reversal does not change the number of inversions in a signed permutation and a signed 2-reversal can eliminate at most one inversion. This means that, for sorting a signed permutation $\pi$, we have to apply $\operatorname{Inv}(\pi)$ signed 2 -reversals plus a given number of signed 1-reversals in order to flip the signs of the remaining negative elements. The question is: how many signed 1 -reversals do we have to apply?

Intuitively, if an element $\pi_{i}$ is in $t$ distinct pairs of inversions in a signed permutation $\pi$, then its sign will be flipped $t$ times, one time per signed 2-reversal applied. Therefore, if $\pi_{i}$ is negative and $t$ is even, then $\pi_{i}$ will remain negative after we apply the $t$ signed 2 -reversals. The same is true when $\pi_{i}$ is positive and $t$ is odd. We can make use of the vector diagram in order to capture this intuition formally.

Let $V_{\pi}^{\text {even }}$ - be a subset of $V_{\pi}$ such that $V_{\pi}^{\text {even }}{ }^{-}=\left\{v\left(\pi_{i}\right): \pi_{i}<0\right.$ and $\left|v\left(\pi_{i}\right)\right|$ is even $\}$ and let $V_{\pi}^{\text {odd }}{ }^{+}$be a subset of $V_{\pi}$ such that $V_{\pi}^{\text {odd }}+=\left\{v\left(\pi_{i}\right): \pi_{i}>0\right.$ and $\left|v\left(\pi_{i}\right)\right|$ is odd $\}$. The elements of a signed permutation $\pi$ whose vectors belong to either $V_{\pi}^{\text {even }}{ }^{-}$ or $V_{\pi}^{\text {odd }}$ + are precisely the elements which will be negative after we apply the $\operatorname{Inv}(\pi)$ signed 2-reversals (Lemma 24). Using this fact, we can obtain an exact formula for the signed super short reversal distance of a signed permutation $\pi$ (Theorem 5).

Lemma 24. Let $\pi$ be a signed permutation and let $\pi^{\prime}=\pi \cdot \rho(i, i+1)$. Then, we have that $\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }^{+}}\right|=\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }}{ }^{+}\right|$.

Proof. The signed 2-reversal $\rho(i, i+1)$ changes the signs of $\pi_{i}$ and $\pi_{i+1}$ along with the parities of $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{i+1}\right)\right|$. For this reason, if $\pi_{i}$ (or $\pi_{i+1}$ ) belongs to either $V_{\pi}^{\text {even }^{-}}$or $V_{\pi}^{\text {odd }}{ }^{+}$, then $\pi_{i+1}^{\prime}=-\pi_{i}\left(\right.$ or $\pi_{i}^{\prime}=-\pi_{i+1}$ ) belongs to either $V_{\pi^{\prime}}^{\text {even }}$ or $V_{\pi^{\prime}}^{\text {odd }}$.

On the other hand, if $\pi_{i}$ (or $\pi_{i+1}$ ) does not belong to neither $V_{\pi}^{\text {even }}{ }^{-}$nor $V_{\pi}^{\text {odd }}$, then $\pi_{i+1}^{\prime}=-\pi_{i}$ (or $\pi_{i}^{\prime}=-\pi_{i+1}$ ) does not belong to either $V_{\pi^{\prime}}^{\text {even }}$ or $V_{\pi^{\prime}}^{\text {odd }}$. Therefore the lemma follows.

Lemma 25. Let $\pi$ be a signed permutation. Then, we have that $d_{\text {sssr }}(\pi) \leq \operatorname{Inv}(\pi)+$ $\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }}{ }^{+}\right|$.

Proof. It suffices to prove that it is always possible to apply signed super short reversals on $\pi \neq \iota_{n}$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }}\right| \leq \operatorname{Inv}(\pi)+\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }}\right|-1 \tag{5.1}
\end{equation*}
$$

If $\operatorname{Inv}(\pi)=0$, then $\left|v\left(\pi_{i}\right)\right|=0$ for every $\pi_{i}$ of $\pi$. This means that $\left|V_{\pi}^{o d d}{ }^{+}\right|=0$, and therefore we can sort $\pi$ with $\left|V_{\pi}^{\text {even }}{ }^{-}\right|$signed 1-reversals and (5.1) holds.

If $\operatorname{Inv}(\pi)>0$, then there exists a signed 2-reversal $\rho(i, i+1)$ that removes an inversion in $\pi$ (Lemma 19). So, apply such signed 2 -reversal on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$. Moreover, we have that $\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }^{+}}\right|=\left|V_{\pi}^{\text {even }^{-}}\right|+\left|V_{\pi}^{\text {odd }}\right|$ (Lemma 24). Summing both equalities we obtain (5.1), therefore the lemma follows.

Lemma 26. Let $\pi$ be a signed permutation. Then, we have that $d_{\text {sssr }}(\pi) \geq \operatorname{Inv}(\pi)+$ $\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }^{+}}\right|$.

Proof. It suffices to prove that if we apply an arbitrary signed super short reversal on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {even- }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }^{+}}\right| \geq \operatorname{Inv}(\pi)+\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }}\right|-1 \tag{5.2}
\end{equation*}
$$

Suppose first that we apply a signed 1 -reversal $\rho(i, i)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)$. Moreover, since the sign of $\pi_{i}$ is flipped without changing the parity of $\left|v\left(\pi_{i}\right)\right|$, we have that $\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }^{+}}\right| \geq$ $\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }^{+}}\right|-1$. Summing the previous equality with this inequality we obtain (5.2).

Now, suppose that we apply a signed 2 -reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\left|V_{\pi^{\prime}}^{\text {even }}{ }^{-}\right|+\left|V_{\pi^{\prime}}^{\text {odd }^{+}}\right|=\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }^{+}}\right|$ (Lemma 24). Moreover, since a signed 2-reversal can remove at most one inversion, we have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)-1$. Summing the previous equality with this inequality we obtain (5.2). Therefore the lemma follows.

Theorem 5. Let $\pi$ be a signed permutation. Then, we have that $d_{s s s r}(\pi)=\operatorname{Inv}(\pi)+$ $\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }^{+}}\right|$.

Proof. Immediate from Lemmas 25 and 26.
From the proof of Lemma 25, we can derive the following optimal algorithm for sorting a signed permutation by signed super short reversals. First, perform signed

2-reversals on the inversions until the permutation has no inversions. Then, perform signed 1-reversals on the negative elements until the permutation has no negative elements. Since a signed permutation $\pi \in S_{n}^{ \pm}$can have at most $\binom{n}{2}$ inversions and at most $n$ negative elements, we have that this algorithm runs in $O\left(n^{2}\right)$ time. We remark that the value of $d_{s s s r}(\pi)$ can be computed in $O(n \sqrt{\log n})$ time because computing $\left|V_{\pi}^{\text {even }}\right|+\left|V_{\pi}^{\text {odd }}{ }^{+}\right|$takes $O(n)$ time and computing $\operatorname{Inv}(\pi)$ takes $O(n \sqrt{\log n})$ time 26 .

### 5.3.3 Sorting by Signed Short Reversals

A trivial algorithm for the problem of sorting by signed short reversals is the optimal algorithm for the problem of sorting by signed super short reversals. From the lower bound of Lemma 27, it follows that this trivial algorithm is a 6 -approximation algorithm. Moreover, we have that this approximation bound is tight. For instance, we need 6 signed super short reversals for sorting the signed permutation ( $-3-2-1$ ), but one signed 3 -reversal is sufficient for sorting it.

Lemma 27. Let $\pi$ be a signed permutation. Then, we have that $d_{s s r}(\pi) \geq$ $\frac{\operatorname{Inv}(\pi)+\left|V_{\pi}^{-}\right|+\left|V_{\pi}^{+}\right|}{6}$.

Proof. It suffices to prove that if we apply an arbitrary signed short reversal on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }}\right| \geq \operatorname{Inv}(\pi)+\left|V_{\pi}^{\text {even }}{ }^{-}\right|+\left|V_{\pi}^{\text {odd }}\right|-6 \tag{5.3}
\end{equation*}
$$

From the proof of Lemma 26, we have that (5.3) holds when we apply a signed super short reversal on $\pi$. So, suppose that we apply the signed 3 -reversal $\rho(i, i+$ 2) on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)$ -3 . Moreover, we have that $\left|V_{\pi^{\prime}}^{\text {even }}\right|+\left|V_{\pi^{\prime}}^{\text {odd }}\right| \geq\left|V_{\pi}^{\text {even }}\right|+\left|V_{\pi}^{\text {odd }}\right|-3$. Summing both inequalities we obtain (5.3), and the lemma follows.

Let $V_{\pi}^{\text {odd }}$ be a subset of $V_{\pi}$ such that $V_{\pi}^{\text {odd }}=\left\{v\left(\pi_{i}\right):\left|v\left(\pi_{i}\right)\right|\right.$ is odd $\}$ and let $V_{\pi}^{0-}$ be a subset of $V_{\pi}$ such that $V_{\pi}^{0^{-}}=\left\{v\left(\pi_{i}\right): v\left(\pi_{i}\right)\right.$ is a negative zero vector $\}$. By using these two subsets of $V_{\pi}$, we can obtain better bounds on the signed short reversal distance of a signed permutation $\pi$ (Lemmas 29 and 30). These bounds lead to a 5 -approximation for the problem of sorting by signed short reversals (Theorem 6). We note that the upper bound given in Lemma 29 relies on the fact that it is always possible to switch the positions of a pair of $m$-vector-opposite elements (without affecting the elements between them) applying $m$ signed short reversals (Lemma 28).

Lemma 28. Let $\pi \in S_{n}^{ \pm}$be a signed permutation such that $\operatorname{Inv}(\pi)>0$ and let $\pi_{i}$ and $\pi_{j}$ be m-vector-opposite elements. It is possible to transform $\pi$ into $\pi^{\prime} \in S_{n}^{ \pm}$such that $\left|\pi_{i}^{\prime}\right|=\left|\pi_{j}\right|,\left|\pi_{j}^{\prime}\right|=\left|\pi_{i}\right|$, and $\left|\pi_{k}^{\prime}\right|=\left|\pi_{k}\right|$ for all $k \notin\{i, j\}$ applying d signed short reversals, where

$$
d= \begin{cases}m-1 & \text { if } m \text { is even }, \\ m & \text { if } m \text { is odd. }\end{cases}
$$

Proof. We have two cases to consider:
a) $m$ is even. In this case, we can transform $\pi$ into a signed permutation $\pi^{\prime} \in S_{n}^{ \pm}$ such that $\left|\pi_{i}^{\prime}\right|=\left|\pi_{j}\right|,\left|\pi_{j}^{\prime}\right|=\left|\pi_{i}\right|, \pi_{j-1}^{\prime}=-\pi_{j-1}$, and $\pi_{k}^{\prime}=\pi_{k}$ for all $k \notin\{i, j-$ $1, j\}$ applying the sequence of signed short reversals $\rho(i, i+2), \rho(i+2, i+4)$, $\ldots, \rho(j-4, j-2)), \rho(j-2, j)), \rho(j-4, j-2), \ldots, \rho(i, i+2)$. Therefore, to transform $\pi$ into $\pi^{\prime}$, we can apply $m-1$ signed 3 -reversals.
b) $m$ is odd. In this case, we can transform $\pi$ into a signed permutation $\pi^{\prime} \in S_{n}^{ \pm}$ such that $\left|\pi_{i}^{\prime}\right|=\left|\pi_{j}\right|,\left|\pi_{j}^{\prime}\right|=\left|\pi_{i}\right|$, and $\pi_{k}^{\prime}=\pi_{k}$ for all $k \notin\{i, j\}$ applying the sequence of signed short reversals $\rho(i, i+2), \rho(i+2, i+4), \ldots, \rho(j-3, j-$ 1), $\rho(j-1, j), \rho(j-3, j-1), \ldots, \rho(i, i+2)$. Therefore, to transform $\pi$ into $\pi^{\prime}$, we can apply $m-1$ signed 3 -reversals and one signed 2 -reversal, totalizing $m$ signed short reversals.

Since in both cases we can transform $\pi$ into $\pi^{\prime}$ applying $2\left\lceil\frac{m}{2}\right\rceil-1$, the lemma follows.

Lemma 29. Let $\pi$ be a signed permutation. Then, we have that $d_{\text {ssr }}(\pi) \leq \operatorname{Vec}(\pi)+$ $\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|$.

Proof. It suffices to prove that it is always possible to apply a sequence of $t>0$ signed short reversals on $\pi \neq \iota_{n}$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Vec}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {odd }}\right|+\left|V_{\pi^{\prime}}^{0^{-}}\right| \leq \operatorname{Vec}(\pi)+\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|-t . \tag{5.4}
\end{equation*}
$$

If $\operatorname{Vec}(\pi)=0$, then $\left|v\left(\pi_{i}\right)\right|=0$ for every $\pi_{i}$ in $\pi$. This means that $\left|V_{\pi}^{\text {odd }}\right|=0$. Therefore we can sort $\pi$ with $\left|V_{\pi}^{0^{-}}\right|$signed 1-reversals and (5.4 holds.

If $\operatorname{Vec}(\pi)>0$, then $\pi$ contains at least one pair of vector-opposite elements (Lemma 21). Let $\pi_{i}$ and $\pi_{j}, i<j$, be $m$-vector-opposite elements. Now, suppose that we apply the $d$ signed reversals described in Lemma 28 on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We will show that the application of this sequence of signed short reversals results in an average decrease in

$$
\begin{aligned}
\Delta\left(\pi, \pi^{\prime}\right) & =\operatorname{Vec}(\pi)+\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|-\left(\operatorname{Vec}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {odd }}\right|+\left|V_{\pi^{\prime}}^{0-}\right|\right) \\
& =2 m+\left(\left|V_{\pi}^{\text {odd }}\right|-\left|V_{\pi^{\prime}}^{\text {od }}\right|\right)+\left(\left|V_{\pi}^{0^{-}}\right|-\left|V_{\pi^{\prime}}^{0-}\right|\right)
\end{aligned}
$$

of at least 1 unit per signed short reversal. In other words, we need to show that $\frac{\Delta\left(\pi, \pi^{\prime}\right)}{d} \geq 1$.

In order the evaluate the value of $\Delta\left(\pi, \pi^{\prime}\right)$, we divide our analysis in two cases:
a) $m$ is even. In this case, we have that the parities of the lengths of the vectors do not change, therefore $\left|V_{\pi}^{\text {odd }}\right|-\left|V_{\pi^{\prime}}^{\text {odd }}\right|=0$. In order to evaluate the value of $\left|V_{\pi}^{0^{-}}\right|-\left|V_{\pi^{\prime}}^{0^{-}}\right|$, we further divide our analysis into three subcases:
i) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ are even. In this subcase, we have that the vectors $v\left(\pi_{i}\right)$, $v\left(\pi_{j-1}\right)$, and $v\left(\pi_{j}\right)$ may become negative zero vectors, therefore $\left|V_{\pi}^{0^{-}}\right|-$ $\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq-3$. This means that $\Delta\left(\pi, \pi^{\prime}\right) \geq 2 m-3$.
ii) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ have distinct parities. In this subcase, we have that the vector $v\left(\pi_{j-1}\right)$ and one of the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ (precisely the one whose length is even) may become negative zero vectors, therefore $\left|V_{\pi}^{0^{-}}\right|-$ $\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq-2$. This means that $\Delta\left(\pi, \pi^{\prime}\right) \geq 2 m-2$.
iii) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ are odd. In this subcase, we have that none of the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ can become a negative zero vector, but the vector $v\left(\pi_{j-1}\right)$ can. Therefore $\left|V_{\pi}^{0^{-}}\right|-\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq-1$. This means that $\Delta\left(\pi, \pi^{\prime}\right) \geq 2 m-1$.
b) $m$ is odd. In this case, we further divide our analysis into three subcases:
i) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ are even. In this subcase, we have that none of the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ can become a negative zero vector, therefore $\left|V_{\pi}^{0^{-}}\right|$ $-\left|V_{\pi^{\prime}}^{0^{-}}\right|=0$. Moreover, $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ become odd, therefore $\left|V_{\pi}^{\text {odd }}\right|-$ $\left|V_{\pi^{\prime}}^{\text {odd }}\right|=-2$. This means that $\Delta\left(\pi, \pi^{\prime}\right)=2 m-2$.
ii) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ have distinct parities. In this subcase, we have that the parities of the lengths of the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ are switched, therefore $\left|V_{\pi}^{\text {odd }}\right|-\left|V_{\pi^{\prime}}^{\text {odd }}\right|=0$. Moreover, one of the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ (precisely the one whose length is odd) may become a negative zero vector, therefore $\left|V_{\pi}^{0^{-}}\right|-\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq-1$. This means that $\Delta\left(\pi, \pi^{\prime}\right) \geq 2 m-1$.
iii) $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ are odd. In this subcase, we have that $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ become even, therefore $\left|V_{\pi}^{\text {odd }}\right|-\left|V_{\pi^{\prime}}^{\text {odd }}\right|=2$. On the other hand, we have that the vectors $v\left(\pi_{i}\right)$ and $v\left(\pi_{j}\right)$ may become negative zero vectors, therefore $\left|V_{\pi}^{0^{-}}\right|-\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq-2$. This means that $\Delta\left(\pi, \pi^{\prime}\right) \geq 2 m$.

Note that the only subcase in which we have $\frac{\Delta\left(\pi, \pi^{\prime}\right)}{d}<1$ is subcase (b.i), precisely when $m=1$. So, assume that we have no choice other than selecting a pair of 1 -vector-opposite elements $\pi_{i}$ and $\pi_{j}$ such that $\left|v\left(\pi_{i}\right)\right|$ and $\left|v\left(\pi_{j}\right)\right|$ are even. We will show that it is still possible to apply a sequence of signed short reversals on $\pi$ in such a way that (5.4) holds.

Let $v\left(\pi_{i}\right)$ be the rightmost right vector of $\pi$, that is, $i$ is the largest integer for which $v\left(\pi_{i}\right)$ is a right vector. As shown in the proof of Lemma 21, there exists an element $\pi_{j}, j>i$, such that $\pi_{i}$ and $\pi_{j}$ form a pair of vector-opposite elements. Combining this fact with our initial assumption, we can conclude that $j=i+1$.

Now, suppose that we apply the signed short reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. From our previous case-by-case analysis, we have that $\Delta\left(\pi, \pi^{\prime}\right)=0$. Moreover, we have that $v\left(\pi_{i+1}^{\prime}\right)$ is the rightmost right vector of $\pi^{\prime}$. Therefore, there exists an element $\pi_{k}^{\prime}, k>i+1$, such that $\pi_{i+1}^{\prime}$ and $\pi_{k}^{\prime}$ form a pair of $m$-vector-opposite elements, as shown in the proof of Lemma 21. This means that we can apply the $d$ short signed reversals described in Lemma 28 on $\pi^{\prime}$, obtaining permutation $\pi^{\prime \prime}$. Given that $\left|v\left(\pi_{i+1}^{\prime}\right)\right|$ is odd, we can conclude from our previous case-by-case analysis that $\Delta\left(\pi^{\prime}, \pi^{\prime \prime}\right) \geq 2 m-1$ if $m$ is odd and $\Delta\left(\pi^{\prime}, \pi^{\prime \prime}\right) \geq 2 m-2$ if $m$ is even. Hence, the average decrease in $\Delta\left(\pi, \pi^{\prime \prime}\right)$ is of at least $\frac{2 m-1}{m+1}$ units per signed
short reversal if $m$ is odd and of at least $\frac{2 m-2}{m}$ units per signed short reversal if $m$ is even.

Note that $\frac{2 m-1}{m+1}<1$ when $m=1$, but in this case we show that the average decrease in $\Delta\left(\pi, \pi^{\prime \prime}\right)$ is of at least 1 unit per signed short reversal. We have two cases to consider:

1) $\left|v\left(\pi_{k}^{\prime}\right)\right|$ is odd. In this case, we have that $\Delta\left(\pi^{\prime}, \pi^{\prime \prime}\right) \geq 2$, therefore the average decrease in $\Delta\left(\pi, \pi^{\prime \prime}\right)$ is of at least 1 unit per signed short reversal.
2) $\left|v\left(\pi_{k}^{\prime}\right)\right|$ is even. We show that this case cannot happen. For the sake of contradiction, assume that $\left|v\left(\pi_{k}^{\prime}\right)\right|$ is even. Then, we have that $\left|v\left(\pi_{k}^{\prime}\right)\right| \geq 2$. Besides, since $m=1$, we have that $k=i+2$. These two facts imply that $\pi_{i}$ and $\pi_{i+2}$ are 2-vector-opposite elements, but it contradicts our initial hypothesis that we had no choice other than selecting a pair of 1 -vector-opposite elements.

Since it always possible to apply a sequence of $t$ signed short reversals on $\pi$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies (5.4), the lemma follows.

Lemma 30. Let $\pi$ be a signed permutation. Then, we have that $d_{s s r}(\pi) \geq$ $\underline{\operatorname{Vec}(\pi)+\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|}$.

Proof. It suffices to prove that if we apply an arbitrary signed short reversal on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Vec}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{\text {odd }}\right|+\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq \operatorname{Vec}(\pi)+\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|-5 \tag{5.5}
\end{equation*}
$$

Suppose first that we apply a signed 1-reversal $\rho(i, i)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Vec}\left(\pi^{\prime}\right)=\operatorname{Vec}(\pi)$ and $\left|V_{\pi^{\prime}}^{\text {odd }}\right|=\left|V_{\pi}^{\text {odd }}\right|$. Moreover, since the sign of $\pi_{i}$ is flipped without changing the parity of $\left|v\left(\pi_{i}\right)\right|$, we have that $\left|V_{\pi^{\prime}}^{0^{-}}\right|$ $\geq\left|V_{\pi}^{0^{-}}\right|-1 \geq\left|V_{\pi}^{0^{-}}\right|-5$. Summing the previous equalities with this inequality we obtain (5.5).

Suppose now that we apply a signed 2 -reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Vec}\left(\pi^{\prime}\right) \geq \operatorname{Vec}(\pi)-2$. Moreover, we have that $\left|V_{\pi^{\prime}}^{\text {odd }}\right| \geq\left|V_{\pi}^{\text {odd }}\right|-2$ and $\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq\left|V_{\pi}^{0^{-}}\right|-2$, but since $V_{\pi}^{\text {odd }} \cap V_{\pi}^{0^{-}}=\emptyset$, we conclude that $\left|V_{\pi^{\prime}}^{\text {odd }}\right|+\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|-2 \geq\left|V_{\pi}^{\text {odd }}\right|+\left|V_{\pi}^{0^{-}}\right|-3$. Summing the previous inequalities we obtain (5.5).

Finally, suppose that we apply a signed 3 -reversal $\rho(i, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that the parities of the lengths of the vectors do not change and hence $\left|V_{\pi^{\prime}}^{\text {odd }}\right|=\left|V_{\pi}^{\text {odd }}\right|$. Moreover, we have that $\operatorname{Vec}\left(\pi^{\prime}\right) \geq \operatorname{Vec}(\pi)-$ 4 and $\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq\left|V_{\pi}^{0^{-}}\right|-3$. It should be noted, however, that if $v\left(\pi_{i}\right)$ (or $v\left(\pi_{i+2}\right)$ ) belongs to $V_{\pi}^{0^{-}}$, then $\operatorname{Vec}\left(\pi^{\prime}\right) \geq \operatorname{Vec}(\pi)-2$ because the length of $v\left(\pi_{i}\right)$ (or $v\left(\pi_{i+2}\right)$ ) increases by 2 units. On the other hand, if neither $v\left(\pi_{i}\right)$ nor $v\left(\pi_{i+2}\right)$ belongs to $V_{\pi}^{0^{-}}$, then $\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq\left|V_{\pi}^{0^{-}}\right|-1$. Therefore $\operatorname{Vec}\left(\pi^{\prime}\right)+\left|V_{\pi^{\prime}}^{0^{-}}\right| \geq \operatorname{Vec}(\pi)+\left|V_{\pi}^{0^{-}}\right|-5$. Summing the previous equality with this inequality we obtain (5.5) and the lemma follows.

Theorem 6. The problem of sorting by short signed reversals is 5-approximable.
Proof. Immediate from Lemmas 29 and 30 .
Heath and Vergara [78 have described an algorithm for finding vector-opposite elements which runs in linear time on $n$, the size of the input permutation. Basically, what their algorithm does is to find vector-opposite elements $\pi_{i}$ and $\pi_{j}$ such that $v\left(\pi_{i}\right)$ is the rightmost right vector of $\pi$. Algorithm 14 is an adaptation of that algorithm. The difference between the two algorithms is that, given a signed permutation $\pi \neq$ $\iota_{n}$, Algorithm 14 guarantees that, if it returns a pair $\left(\pi_{i}, \pi_{i+1}\right)$, then $\pi_{i}$ and $\pi_{i+2}$ are not 2-vector-opposite. Note that Algorithm 14 also runs in linear time on $n$.

```
Algorithm 14: Returns a pair of vector-opposite elements.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: A pair of vector-opposite elements.
    \(i \leftarrow n\)
    while \(\left|\pi_{i}\right| \leq i\) do
        \(i \leftarrow i-1\)
    end
    \(j \leftarrow i+1\)
    while \(\left|\pi_{j}\right|=j\) do
        \(j \leftarrow j+1\)
    end
    if \(j<n\) and \(j-i=1\) then
        if \(\left|\pi_{i+2}\right|<i+2\) and \(\left|v\left(\pi_{i}\right)\right| \geq 2\) and \(\left|v\left(\pi_{i+2}\right)\right| \geq 2\) then
            \(j \leftarrow i+2\)
        end
    end
    return \(\left(\pi_{i}, \pi_{j}\right)\)
```

```
Algorithm 15: Algorithm for sorting by signed short reversals.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: Number of signed short reversals applied for sorting \(\pi\).
    \(d \leftarrow 0\)
    while \(\operatorname{Vec}(\pi)>0\) do
        Let \(\pi_{i}\) and \(\pi_{j}\) be \(m\)-vector opposite elements returned by Algorithm 14
        Apply signed short reversals on \(\pi\) such as described in Lemma 28
        \(d \leftarrow d+2\left\lceil\frac{m}{2}\right\rceil-1\)
    end
    Apply signed 1-reversals on \(\pi\) until it has no negative elements and update \(d\)
    accordingly
    return \(d\)
```

Algorithm 15 sorts a signed permutation in two steps. While the signed permutation has vector-opposite elements, the algorithm finds a pair of them using Algorithm 14 and then switches their positions applying the signed short reversals described in Lemma 28. When the signed permutation has no vector-opposite elements, the algorithm applies signed 1-reversals until the signed permutation has no negative elements.

It follows from Theorem 6 that Algorithm 15 is a 5 -approximation algorithm for the problem of sorting by short signed reversals. Regarding its time complexity, it suffices to compute the total cost of calls to lines 3,4 , and 7 . The total cost of calls in line 3 equals the total cost for all calls to Algorithm 14. Although it runs in $O(n)$ time and there are $O\left(n^{2}\right)$ vector-opposite elements in a signed permutation, we can provide the Algorithm 14 with enough information so that the costs of calls to this algorithm can be significantly reduced. Note that Algorithm 14 performs two scans in the signed permutation, one for each vector of the vector-opposite elements returned. By observing that a rightmost right vector remains a rightmost vector until it becomes a zero vector, it need not be searched again if the vector has not been zeroed. Thus, the scan for the rightmost vector needs to be performed only $O(n)$ times. In addition, the total cost of scans for the left vector for the same right vector is bounded by the length of the right vector, also $O(n)$. The total cost for all calls to Algorithm 14 with this refinement is thus $O\left(n^{2}\right)$. Each call to line 4 takes $O(m)$ time, where $m=j-i$, and causes a strict decrease in $\operatorname{Vec}(\pi)$ of $2 m$ units. Thus, the cost in this case is bounded by $\operatorname{Vec}(\pi)$ rather than the number of iterations performed in the while loop. As each vector has length at most $n$, we have that $\operatorname{Vec}(\pi) \leq n^{2}$, meaning a cost of $O\left(n^{2}\right)$ time for the calls to line 4. Finally, we have that line 3 runs in $O(n)$ time, therefore Algorithm 15 runs in $O\left(n^{2}\right)$ time.

We finish by noting that there exists a large class of signed permutations for which the approximation ratio of Algorithm 15 is much lower than its worst-case approximation ratio (Lemma 31). Moreover, based on the fact that the expected value of $\operatorname{Vec}(\pi)$ of a random signed permutation $\pi \in S_{n}^{ \pm}$is $\frac{n^{2}-1}{3}$ (Lemma33), we can conclude that the expected approximation ratio of Algorithm 15 for sorting a random signed permutation is also lower than the worst-case approximation ratio (Theorem 7). Just to make things clear, we define a random signed permutation as a random ordering of the elements $\{1,2, \ldots, n\}$, with the added characteristic that the sign, + or - , of each element is also randomly chosen.

Lemma 31. Let $A_{\boxed{15}( }(\pi)$ be the number of signed short reversals applied by Algorithm 15 for sorting a signed permutation $\pi \in S_{n}^{ \pm}$. We have that $\frac{A \operatorname{AIS}(\pi)}{d_{s s r}(\pi)} \leq 3$ when $\operatorname{Vec}(\pi)=$ 0 or $\operatorname{Vec}(\pi) \geq 4 n$.

Proof. We have two cases to consider:
a) $\operatorname{Vec}(\pi)=0$. In this case, we have that Algorithm 15 sorts $\pi$ with $\left|V_{\pi}^{0^{-}}\right|$signed 1-reversals. On the other hand, we have that $d_{s s r}(\pi) \geq \frac{\left|V_{\pi}^{0^{-}}\right|}{3}$ because a signed
short reversal cannot affect more than 3 elements at once. Therefore $\frac{A_{1 \overline{1 B 5}(\pi)}^{d_{s s r}(\pi)} \leq}{} \leq$ 3.
b) $\operatorname{Vec}(\pi) \geq 4 n$. In this case, we have seen that Algorithm 15 sorts $\pi$ in two steps. First it applies signed 2-reversals and signed 3-reversals on $\pi$ until $\operatorname{Vec}(\pi)=0$ and then it applies signed 1-reversals on $\pi$ until $\left|V_{\pi}^{0^{-}}\right|=0$. Note that, in the first step, each signed short reversal applied by Algorithm 15 results in an average decrease in $\operatorname{Vec}(\pi)$ of at least 2 units. Hence Algorithm 15 applies at most $\frac{\operatorname{Vec}(\pi)}{2}$ signed short reversals in the first step. Moreover, Algorithm 15 applies at most $n$ signed 1-reversals in the second step because $\left|V_{\pi}^{0^{-}}\right| \leq n$. On the other hand, we have that $d_{s s r}(\pi) \geq \frac{\operatorname{Vec}(\pi)}{4}$ (Lemma 23). This analysis lead us to conclude that $\frac{A_{15(5)}(\pi)}{d_{s s r}(\pi)} \leq 2+\frac{4 n}{\operatorname{Vec}(\pi)}$. Therefore $\frac{A_{15(~}^{2}(\pi)}{d_{s s r}(\pi)} \leq 3$.
Since $\frac{A_{\operatorname{Trs}}(\pi)}{d_{\text {ssr }}(\pi)} \leq 3$ in both cases, the lemma follows.
In what follows, let $\operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)$ denote the probability that $\left|v\left(\pi_{i}\right)\right|$ is equal to $j$ and $\mathbb{E}(X)$ denote the expected value of a random variable $X$.

Lemma 32. Let $\pi \in S_{n}^{ \pm}$be a random signed permutation. Then $\sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)$ $=\frac{2(n-j)}{n}$ for $1 \leq j \leq n-1$.
Proof. We have that $\left|S_{n}^{ \pm}\right|=n!2^{n}$ and for each $1 \leq k \leq n$, there are $(n-1)!2^{n}$ signed permutations for which $\left|\pi_{i}\right|=k$. Then

$$
\operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)= \begin{cases}\frac{1}{n} & \text { if } j=0, \\ \frac{2}{n} & \text { if } i+j \leq n \text { and } i-j \geq 1 \\ \frac{1}{n} & \text { if } i+j>n \text { or } i-j<1 \text { but not both, } \\ 0 & \text { otherwise }\end{cases}
$$

for $0 \leq j \leq n-1$. In order to evaluate $\sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)$ for a given $j$, we consider two cases:
a) $1 \leq j<\frac{n}{2}$. In this case, we have that

$$
\operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)= \begin{cases}\frac{1}{n} & \text { if } 1 \leq i \leq j \\ \frac{1}{n} & \text { if } n-j+1 \leq i \leq n \\ \frac{2}{n} & \text { otherwise }\end{cases}
$$

Therefore, we have that $\sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)=\frac{j}{n}+\frac{j}{n}+\frac{2(n-2 j)}{n}=\frac{2(n-j)}{n}$.
b) $\frac{n}{2} \leq j \leq n$. In this case, we have that

$$
\operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)= \begin{cases}\frac{1}{n} & \text { if } 1 \leq i \leq n-j \\ \frac{1}{n} & \text { if } j+1 \leq i \leq n \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, we have that $\sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)=\frac{n-j}{n}+\frac{n-j}{n}=\frac{2(n-j)}{n}$.

Since in both cases $\sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)=\frac{2(n-j)}{n}$ holds, the lemma follows.
Lemma 33. Let $\pi \in S_{n}^{ \pm}$be a random signed permutation. Then $\mathbb{E}(\operatorname{Vec}(\pi))=\frac{n^{2}-1}{3}$.
Proof. Given that $\mathbb{E}\left(\left|v\left(\pi_{i}\right)\right|\right)=\sum_{j=0}^{n-1} j \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right)$, we have that

$$
\begin{aligned}
\mathbb{E}(\operatorname{Vec}(\pi)) & =\mathbb{E}\left(\sum_{i=1}^{n}\left|v\left(\pi_{i}\right)\right|\right) \\
& =\sum_{i=1}^{n} \mathbb{E}\left(\left|v\left(\pi_{i}\right)\right|\right) \\
& =\sum_{i=1}^{n} \sum_{j=0}^{n-1} j \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right) \\
& =\sum_{j=1}^{n-1} j \sum_{i=1}^{n} \operatorname{Pr}\left(\left|v\left(\pi_{i}\right)\right|=j\right) \\
& =\sum_{j=1}^{n-1} j \frac{2(n-j)}{n} \\
& =2 \sum_{j=1}^{n-1} j-\frac{2}{n} \sum_{j=1}^{n-1} j^{2} \\
& =2\left(\frac{n^{2}-n}{2}\right)-\frac{2}{n}\left(\frac{(n-1) n(2 n-1)}{6}\right) \\
& =n^{2}-n-\frac{2 n^{2}-3 n+1}{3} \\
& =\frac{n^{2}-1}{3},
\end{aligned}
$$

and the lemma follows.
Theorem 7. The expected approximation ratio of Algorithm 15 for sorting a random signed permutation $\pi \in S_{n}^{ \pm}$is no greater than 3 for $n \geq 13$.

Proof. According to Lemma 31, we have that the approximation ratio of Algorithm 15 for sorting a given signed permutation $\sigma \in S_{n}^{ \pm}$is no greater than 3 when $\operatorname{Vec}(\sigma) \geq$ $4 n$. Since we know that the expected value of $\operatorname{Vec}(\pi)$ of a random signed permutation $\pi \in S_{n}^{ \pm}$is $\frac{n^{2}-1}{3}$ (Lemma 33), we conclude that the expected approximation ratio of Algorithm 15 for sorting $\pi$ is no greater than 3 if $\frac{n^{2}-1}{3} \geq 4 n$. This inequality holds when $n \geq 13$, and the theorem follows.

### 5.4 Sorting by Bounded Operations

In this section, we present a polynomial-time solution for the problem of sorting by super short operations and a 3-approximation algorithm for the problem of sorting by short operations. Before we present the main results, we first introduce a useful tool for tackling these problems, the permutation graph. This tool was also used by Heath and Vergara 77 for dealing with the problem of sorting by short transpositions.

### 5.4.1 The Permutation Graph

The permutation graph of a permutation $\pi \in S_{n}^{ \pm}$is the undirected graph $G_{\pi}=(V$, $E)$, where $V=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right\}$ and $E=\left\{\left(\pi_{i}, \pi_{j}\right): i<j\right.$ and $\left.\left|\pi_{i}\right|>\left|\pi_{j}\right|\right\}$. In other words, $G_{\pi}$ is an undirected graph whose vertex set is formed by the elements of $\pi$ and edge set is formed by the inversions in $\pi$. Figure 5.2 illustrates $G_{\pi}$ for $\pi=(+3-4$ $+6-1+5-2)$.


Figure 5.2: Permutation graph of the signed permutation $(+3-4+6-1+5-2)$.
Given a signed permutation $\pi$, we denote the number of connected components (or simply components) of $G_{\pi}$ by $c(\pi)$. Moreover, we say that a component of $G_{\pi}$ is odd if it contains an odd number of negative elements (vertices) and we say it is even otherwise. The number of odd components of $G_{\pi}$ is denoted by $c_{o d d}(\pi)$. Lastly, we say that an edge of $G_{\pi}$ is a cut-edge if its deletion increases the number of components of $G_{\pi}$.

### 5.4.2 Sorting by Signed Super Short Operations

From the proof of Lemma 20, we have that a super short operation can eliminate at most one inversion of a signed permutation. This means that, for sorting a signed permutation $\pi$, we have to apply $\operatorname{Inv}(\pi)$ super short operations (i.e. 2-reversals and $(1,1)$-transpositions) plus a given number of signed 1-reversals in order to flip the signs of the remaining negative elements. As before, the question is: how many signed 1 -reversals do we have to apply? As Lemmas 34 and 35 show, the answer is $c_{\text {odd }}(\pi)$.
Lemma 34. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then, we have that $d_{\text {ssso }}(\pi) \leq$ $\operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)$.

Proof. It suffices to prove that it is always possible to apply a signed super short operation on $\pi \neq \iota_{n}$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+c_{\text {odd }}\left(\pi^{\prime}\right) \leq \operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)-1 \tag{5.6}
\end{equation*}
$$

If $\operatorname{Inv}(\pi)=0$, then each component of $G_{\pi}$ is a single vertex. Therefore, we can sort $\pi$ with $c_{o d d}(\pi)$ signed 1 -reversals and (5.6) holds.

If $\operatorname{Inv}(\pi)>0$, then there exists an edge $e=\left(\pi_{i}, \pi_{i+1}\right)$ in $G_{\pi}$ (Lemma 19). Suppose first that $e$ is not a cut-edge and that we apply the (1, 1)-transposition $\rho(i, i+1, i+$ 2) on $\pi$, obtaining the permutation $\pi^{\prime}$. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$. Moreover, since $e$ is not a cut-edge, we have that the vertex sets of the components of $G_{\pi^{\prime}}$ are the same as of the components of $G_{\pi}$. This means that $c_{o d d}\left(\pi^{\prime}\right)=c_{o d d}(\pi)$. Summing both equalities we obtain (5.6).

Now, suppose that $e$ is a cut-edge and let $C$ denote the component of $G_{\pi}$ which contains $e$. Moreover, let $C_{1}$ and $C_{2}$ denote the components of $C-e$ and assume, without loss of generality, that $\pi_{i} \in C_{1}$. We have three cases to consider:
a) $C_{1}$ and $C_{2}$ are both even. Note that $C$ is even. Apply the (1, 1 )-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$ and that $c_{\text {odd }}\left(\pi^{\prime}\right)=c_{\text {odd }}(\pi)$. Summing both equalities we obtain (5.6).
b) $C_{1}$ and $C_{2}$ have distinct parities. Note that $C$ is odd. Apply the (1, 1)transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$ and that $c_{\text {odd }}\left(\pi^{\prime}\right)=c_{\text {odd }}(\pi)$. Summing both equalities we obtain (5.6).
c) $C_{1}$ and $C_{2}$ are both odd. Note that $C$ is even. Apply the signed 2-reversal $\rho(i$, $i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$. Moreover, we have that $c_{\text {odd }}\left(\pi^{\prime}\right)=c_{\text {odd }}(\pi)$ because $C_{1}$ and $C_{2}$ become even after the signed reversal is applied on $\pi$. Summing both equalities we obtain (5.6).

Since it is always possible to apply a signed super short operation on $\pi$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies (5.6), the lemma follows.

Lemma 35. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then $d_{\text {ssso }}(\pi) \geq \operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)$.
Proof. It suffices to prove that if we apply an arbitrary super short operation on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+c_{o d d}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)+c_{o d d}(\pi)-1 \tag{5.7}
\end{equation*}
$$

Suppose first that we apply a signed 1 -reversal $\rho(i, i)$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)$. Moreover, since the component containing $\pi_{i}$ may become even, we have that $c_{o d d}\left(\pi^{\prime}\right) \geq c_{o d d}(\pi)-1$. Summing the previous equality with this inequality we obtain (5.7).

Now, suppose that we apply the (1, 1)-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have two cases to consider:
a) $\left(\pi_{i}, \pi_{i+1}\right)$ is not an inversion. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)$ +1 . On the other hand, by adding a new edge, we may eliminate two odd components, therefore $c_{o d d}\left(\pi^{\prime}\right) \geq c_{\text {odd }}(\pi)-2$. Summing the previous equality with this inequality we obtain (5.7).
b) $\left(\pi_{i}, \pi_{i+1}\right)$ is an inversion. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1$. Moreover, let $e=\left(\pi_{i}, \pi_{i+1}\right)$ be an edge of $G_{\pi}$ and let $C$ be the component of $G_{\pi}$ containing $e$ and. We further divide our analysis into two subcases:
i) $e$ is not a cut-edge. In this case, we have that $c_{\text {odd }}\left(\pi^{\prime}\right)=c_{\text {odd }}(\pi)$ because the parity of the component $C-e$ is the same as of $C$, therefore (5.7) holds.
ii) $e$ is a cut-edge. In this case, let $C_{1}$ and $C_{2}$ denote the components of $C-$ $e$. If $C$ is odd, then either $C_{1}$ or $C_{2}$ is odd. If $C$ is even, then either $C_{1}$ and $C_{2}$ are both odd or $C_{1}$ and $C_{2}$ are both even. In any case, we have that $c_{\text {odd }}\left(\pi^{\prime}\right) \geq c_{\text {odd }}(\pi)$, therefore (5.7) holds.

Finally, suppose that we apply the signed 2 -reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. By making use of an argument analogous to the one in the previous paragraph, we conclude that $\pi^{\prime}$ satisfies 5.7) and the lemma follows.

Theorem 8. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then, $d_{\text {ssso }}(\pi)=\operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)$.
Proof. Immediate from Lemmas 34 and 35 .
Let $\pi$ be a signed permutation. From the proof of Lemma 35, we can conclude that a super short operation cannot decrease the value of $c_{\text {odd }}(\pi)$ if it is applied on an inversion in $\pi$. Moreover, from the proof of Lemma 34, we can conclude that if a (1, 1 )-transposition increases the value of $c_{\text {odd }}(\pi)$ when applied on an inversion in $\pi$, then it is possible to apply a signed 2 -reversal on this inversion in such a way that $c_{\text {odd }}(\pi)$ remains unaltered. These observations lead us to the following optimal algorithm for sorting by signed super short operations (Algorithm 16).

The time complexity of Algorithm 16 depends on the time complexity of the algorithm used to compute the value of $c_{o d d}(\pi)$. A straightforward algorithm is to traverse $G_{\pi}$ with a depth-first search and count the number of odd components. Such an algorithm runs in $O\left(n^{2}\right)$ time. It is possible, however, to count the number of odd components in $G_{\pi}$ in $O(n)$ time.

Koh and Ree [86] have studied the permutation graph of unsigned permutations and have demonstrated some useful properties about them. Since the permutation graph of the signed permutation $\pi \in S_{n}^{ \pm}$is isomorphic to the permutation graph of the unsigned permutation $\left(\left|\pi_{1}\right|\left|\pi_{2}\right| \ldots\left|\pi_{n}\right|\right)$, we are able to translate those properties to the permutation graph of signed permutations. In particular, Lemma 36 represents the translation of one of those properties.

Lemma 36. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. The vertex sets of the components of $G_{\pi}$ are of the form $C_{1}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}, C_{2}=\left\{\pi_{k+1}, \pi_{k+2}, \ldots, \pi_{l}\right\}, \ldots, C_{t}=$ $\left\{\pi_{m+1}, \pi_{m+2}, \ldots, \pi_{n}\right\}$. Moreover, we have that $\left\{\left|\pi_{1}\right|,\left|\pi_{2}\right|, \ldots,\left|\pi_{k}\right|\right\}=\{1,2, \ldots, k\}$, $\left\{\left|\pi_{k+1}\right|,\left|\pi_{k+2}\right|, \ldots,\left|\pi_{l}\right|\right\}=\{k+1, k+2, \ldots, l\}, \ldots,\left\{\left|\pi_{m+1}\right|,\left|\pi_{m+2}\right|, \ldots,\left|\pi_{n}\right|\right\}=$ $\{m+1, m+2, \ldots, n\}$.

We say that a contiguous sequence of elements $\pi_{i} \pi_{i+1} \ldots \pi_{j}, i \leq j$, of a signed permutation $\pi$ is a complete substring if $\left\{\left|\pi_{i}\right|,\left|\pi_{i+1}\right|, \ldots,\left|\pi_{j}\right|\right\}=\{i, i+1, \ldots, j\}$. From Lemma 36, we have that the vertex set of a component of $G_{\pi}$ forms a complete substring. Furthermore, assume that $\left\{\pi_{i}, \pi_{i+1}, \ldots, \pi_{j}\right\}$ is the vertex set of a component of $G_{\pi}$. We claim that $\pi_{i} \pi_{i+1} \ldots \pi_{j}$ is the minimum complete substring that starts

```
Algorithm 16: Optimal algorithm for sorting by super short operations.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: Number of super short operations applied for sorting \(\pi\).
    \(d \leftarrow 0\)
    \(c_{\text {odd }} \leftarrow c_{\text {odd }}(\pi)\)
    while \(\operatorname{Inv}(\pi)>0\) do
        Let \(\left(\pi_{i}, \pi_{i+1}\right)\) be an inversion in \(\pi\)
        \(\pi \leftarrow \pi \cdot \rho(i, i+1, i+2)\)
        if \(c_{\text {odd }}(\pi)>c_{o d d}\) then
            \(\pi \leftarrow \pi \cdot \rho(i, i+1, i+2) \quad \triangleright\) undo the previous \((1,1)\)-transposition
            \(\pi \leftarrow \pi \cdot \rho(i, i+1)\)
        end
        \(d \leftarrow d+1\)
    end
    Apply signed 1-reversals on \(\pi\) until it has no negative elements and update \(d\)
    accordingly
    return \(d\)
```

with $\pi_{i}$. For the sake of contradiction, suppose that there exists a complete substring $\pi_{i} \pi_{i+1} \ldots \pi_{k}$ such that $k<j$. We have that $\pi_{l}>\pi_{m}$ for every $i \leq l \leq k$ and $k+1$ $\leq m \leq j$. Therefore there does not exist any edge in $G_{\pi}$ connecting the elements in $\left\{\pi_{i}, \pi_{i+1}, \ldots, \pi_{k}\right\}$ with the elements in $\left\{\pi_{k+1}, \pi_{k+2}, \ldots, \pi_{j}\right\}$. But this contradicts our hypothesis that $\left\{\pi_{i}, \pi_{i+1}, \ldots, \pi_{j}\right\}$ is the vertex set of a component of $G_{\pi}$.

From the discussion of the last paragraph, we can design the following algorithm for finding the vertex sets of the components of the permutation graph of a signed permutation $\pi \in S_{n}^{ \pm}$. Find the minimum complete substring $\pi_{1} \pi_{2} \ldots \pi_{k}$ starting with $\pi_{1}$ and let $C_{1}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}$ be a component of $G_{\pi}$. If $k<n$, then find the minimum complete substring $\pi_{k+1} \pi_{k+2} \ldots \pi_{l}$ starting with $\pi_{k+1}$ and let $C_{2}=$ $\left\{\pi_{k+1}, \pi_{k+2}, \ldots, \pi_{l}\right\}$ be another component of $G_{\pi}$. Continue with this process until all elements have been assigned to a component. It remains to show how to find the minimum complete substring $\pi_{i} \pi_{i+1} \ldots \pi_{j}$ starting with $\pi_{i}$. Note that $i$ is the least element and $j$ is the largest element of the set $S=\left\{\left|\pi_{i}\right|,\left|\pi_{i+1}\right|, \ldots,\left|\pi_{j}\right|\right\}$. Since all integers in the interval $[i, j]$ are in $S$, we have that $|S|=j-i+1$. This fact give us the necessary and sufficient condition for knowing when we have found the last element of the minimum complete substring starting with $\pi_{i}$. The complete algorithm is detailed below (Algorithm 17).

Algorithm 17 performs a linear scan on the positions of the permutation $\pi \in S_{n}^{ \pm}$, and so it runs in $O(n)$. With the vertex sets of the components of $G_{\pi}$, it is easy to count the number of odd components in $G_{\pi}$ in $O(n)$ time. Returning to Algorithm 16, we can see that lines 4-9 run in $O(n)$ time. Since the while loop iterates a total of $O\left(n^{2}\right)$ times and line 12 runs in $O(n)$ time, we can conclude that Algorithm 16 runs in $O\left(n^{3}\right)$ time. We remark that the value of $d_{s s s o}(\pi)$ can be computed in $O(n \sqrt{\log n})$ time

```
Algorithm 17: Find the vertex sets of the components of a permutation graph.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: The vertex sets of the components of \(G_{\pi}\).
    \(C \leftarrow \emptyset\)
    \(S \leftarrow \emptyset\)
    \(i \leftarrow 1\)
    while \(i \leq n\) do
        \(C \leftarrow C \cup\left\{\pi_{i}\right\}\)
        \(\min \leftarrow i\)
        \(\max \leftarrow\left|\pi_{i}\right|\)
        while \((\max -\min +1)>|C|\) do
            \(i \leftarrow i+1\)
            \(C \leftarrow C \cup\left\{\pi_{i}\right\}\)
            if \(\left|\pi_{i}\right|>\max\) then
                \(\max \leftarrow\left|\pi_{i}\right|\)
            end
        end
        \(S \leftarrow S \cup C\)
        \(C \leftarrow \emptyset\)
        \(i \leftarrow i+1\)
    end
    return \(S\)
```

because computing $c_{\text {odd }}(\pi)$ takes $O(n)$ time and computing $\operatorname{Inv}(\pi)$ takes $O(n \sqrt{\log n})$ time 26 .

### 5.4.3 Sorting by Signed Short Operations

A trivial algorithm for the problem of sorting by signed short operations is the optimal algorithm for the problem of sorting by signed super short operations. From the lower bound of Lemma 37, it follows that this algorithm is a 4 -approximation algorithm. In addition, we have that this approximation bound is tight. For instance, we need 4 signed super short operations for sorting the signed permutation ( $-3-2-1$ ), but one signed 3 -reversal is sufficient for sorting it.

Lemma 37. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then, $d_{\text {sso }}(\pi) \geq \frac{\operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)}{4}$.
Proof. It suffices to prove that if we apply an arbitrary short operation on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+c_{\text {odd }}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)+c_{\text {odd }}(\pi)-4 \tag{5.8}
\end{equation*}
$$

From the proof of Lemma 35, we have that (5.8) holds in case we apply a super short operation on $\pi$. So, suppose that we apply a short operation $\rho$ on $\pi$ which acts
on the elements $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$. Moreover, let $\pi^{\prime}$ denote the resulting permutation. We have three cases to consider:
a) $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$ belong to the same component. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)-3$ and $c_{\text {odd }}\left(\pi^{\prime}\right) \geq c_{\text {odd }}(\pi)-1$, therefore (5.8) holds.
b) two elements in $\left\{\pi_{i}, \pi_{i+1}, \pi_{i+2}\right\}$ belong to a component $C_{1}$ and the remaining element belongs to a component $C_{2}$. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)$ - 1 and $c_{\text {odd }}\left(\pi^{\prime}\right) \geq c_{\text {odd }}(\pi)-2$, therefore (5.8) holds.
c) $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$ belong to distinct components. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)+3$ and $c_{\text {odd }}\left(\pi^{\prime}\right) \geq c_{o d d}\left(\pi^{\prime}\right)-3$, therefore (5.8) holds.

Since (5.8) holds in any case, the lemma follows.
Given a signed permutation $\pi$, let $c_{\text {odd }}^{t}(\pi)$ be the number of odd components of $G_{\pi}$ which have exactly $t$ vertices. By just considering the odd components having at most two vertices, we can obtain better bounds on the signed short operation distance of a signed permutation $\pi$ (Lemmas 39 and 40). These bounds lead to a 3approximation for the problem of sorting by signed short reversals (Theorem 9). We note that the upper bound given in Lemma 39 relies on the fact that we can establish an isomorphism between a component with $m$ vertices and the permutation graph of a signed permutation $\sigma \in S_{m}^{ \pm}$(Lemma 38).

Lemma 38. Let $\pi \in S_{n}^{ \pm}$be a signed permutation and let $C=\left(V_{C}, E_{C}\right)$ be a component of $G_{\pi}$ with $m$ vertices. Then, there exists a signed permutation $\sigma \in S_{m}^{ \pm}$such that $G_{\sigma}$ is isomorphic to $C$.

Proof. By Lemma 36, we have that if $V_{C}=\left\{\pi_{i+1}, \pi_{i+2}, \ldots, \pi_{i+m}\right\}$, then $\left\{\left|\pi_{i+1}\right|,\left|\pi_{i+2}\right|\right.$, $\left.\ldots,\left|\pi_{i+m}\right|\right\}=\{i+1, i+2, \ldots, i+m\}$. Let $\sigma \in S_{m}^{ \pm}$be a signed permutation such that

$$
\sigma_{j}=\left\{\begin{array}{cc}
\pi_{i+j}-i & \text { if } \pi_{i+j}>0 \\
\pi_{i+j}+i & \text { if } \pi_{i+j}<0
\end{array}\right.
$$

for all $j \in\{1,2, \ldots, m\}$. We claim that the bijective function $f\left(\pi_{i+x}\right)=\sigma_{x}$ is an isomorphism between $C$ and $G_{\sigma}$. To see this, firstly note that $\pi_{i+x}$ is a negative vertex if, and only if, $\sigma_{x}$ is a negative vertex. Secondly, let $k$ and $l$ be to integers such that $1 \leq k<l \leq m$. Note that $\left(\pi_{i+k}, \pi_{i+l}\right)$ is an edge of $C$ if, and only if, $\left(\sigma_{k}, \sigma_{l}\right)$ is an edge of $G_{\sigma}$, and so the lemma follows.

Lemma 39. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then $d_{s s o}(\pi) \leq \operatorname{Inv}(\pi)+c_{\text {odd }}^{2}(\pi)$ $+c_{\text {odd }}^{1}(\pi)$.

Proof. It suffices to prove that it is always possible to apply a sequence of $t>0$ signed short operations on $\pi \neq \iota_{n}$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \leq \operatorname{Inv}(\pi)+c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)-t . \tag{5.9}
\end{equation*}
$$

If $\operatorname{Inv}(\pi)=0$, then each component of $G_{\pi}$ is a single vertex. Therefore, we can apply $c_{o d d}^{1}(\pi)$ signed 1 -reversals and 5.9 holds.

If $\operatorname{Inv}(\pi)>0$, then there exists an edge $e=\left(\pi_{i}, \pi_{i+1}\right)$ in $G_{\pi}$ (Lemma 19). Let $C$ denote the component of $G_{\pi}$ which contains $e$ and assume that $C$ contains $m$ vertices. We have four cases to consider:
a) $m \geq 5$. In this case, we further divide our analysis into two subcases:
i) $e$ is not a cut-edge. In this case, apply the (1, 1)-transposition $\rho(i, i+1, i$ +2 ) on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$. Therefore (5.9) holds.
ii) $e$ is a cut-edge. In this case, let $C_{1}$ and $C_{2}$ denote the components of $C$ - $e$. Moreover, let $m_{1}$ be the number of vertices in $C_{1}$ and let $m_{2}$ be the number of vertices in $C_{2}$. If $m_{1} \geq 3$ and $m_{2} \geq 3$, then apply the ( 1 , 1 )-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$. So, without loss of generality, assume that $m_{1} \leq 2$. Note that $m_{2} \geq 3$ because $m_{1}+m_{2}=m \geq 5$. If $C_{1}$ is even, then apply the (1, 1)-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$. Otherwise, if $C_{1}$ is odd, apply the signed the 2-reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$. In any case, we have that the resulting permutation $\pi^{\prime}$ satisfies (5.9).
b) $m=4$. According to Lemma 38, there exists a signed permutation $\sigma \in S_{4}^{ \pm}$such that $G_{\sigma}$ is isomorphic to $C$. We have verified that every permutation $\sigma \in S_{4}^{ \pm}$ for which $c(\sigma)=1$ can be sorted with at $\operatorname{most} \operatorname{Inv}(\sigma)$ signed short operations, therefore it is possible to apply a sequence of signed short operations on $C$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies (5.9).
c) $m=3$. Analogous to case b).
d) $m=2$. In this case, we further divide our analysis into three subcases:
i) $\pi_{i}$ and $\pi_{i+1}$ are both negatives. In this case, apply the signed the 2-reversal $\rho(i, i+1)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. We have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$, therefore (5.9) holds.
ii) $\pi_{i}$ and $\pi_{i+1}$ have distinct signs. In this case, apply the (1, 1)-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)-1$, and $c_{o d d}^{1}\left(\pi^{\prime}\right)=$ $c_{\text {odd }}^{1}(\pi)+1$, therefore 5.9 holds.
iii) $\pi_{i}$ and $\pi_{i+1}$ are both positives. In this case, apply the ( 1,1 )-transposition $\rho(i, i+1, i+2)$ on $\pi$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)-1, c_{\text {odd }}^{2}\left(\pi^{\prime}\right)=c_{\text {odd }}^{2}(\pi)$, and $c_{\text {odd }}^{1}\left(\pi^{\prime}\right)=c_{\text {odd }}^{1}(\pi)$, therefore (5.9) holds.

Since it is always possible to apply a sequence of signed short operations on $\pi$ in such a way that the resulting permutation $\pi^{\prime}$ satisfies (5.9), the lemma follows.

Lemma 40. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then, we have that $d_{s s o}(\pi) \geq$ $\frac{\operatorname{Inv}(\pi)+c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)}{3}$.

Proof. It suffices to prove that if we apply an arbitrary short operation on $\pi$, then the resulting permutation $\pi^{\prime}$ satisfies

$$
\begin{equation*}
\operatorname{Inv}\left(\pi^{\prime}\right)+c_{o d d}^{2}\left(\pi^{\prime}\right)+c_{o d d}^{1}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)+c_{o d d}^{2}(\pi)+c_{o d d}^{1}(\pi)-3 \tag{5.10}
\end{equation*}
$$

Suppose first that we apply a signed 1 -reversal $\rho(i, i)$ and let $\pi^{\prime}$ denote the resulting permutation. Then, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)$. Moreover, since $\pi_{i}$ can belong to an odd component with at most two vertices, we have that $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq$ $c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)-1$, therefore 5.10 holds.

Now, suppose that we apply a super short operation $\rho$ on $\pi$ which acts on the elements $\pi_{i}$ and $\pi_{i+1}$, and let $\pi^{\prime}$ denote the resulting permutation. We have two cases to consider:
a) $\pi_{i}$ and $\pi_{i+1}$ belong to the same component. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)$ $=\operatorname{Inv}(\pi)-1$ and $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)$, and (5.10) holds.
b) $\pi_{i}$ and $\pi_{i+1}$ belong to distinct components. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right)$ $=\operatorname{Inv}(\pi)+1$ and $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)-2$. Therefore 5.10) holds.

Finally, suppose that we apply a short operation $\rho$ on $\pi$ which acts on the elements $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$. Moreover, let $\pi^{\prime}$ denote the resulting permutation. We have three cases to consider:
a) $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$ belong to the same component. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq \operatorname{Inv}(\pi)-3$ and $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)$. Therefore (5.10) holds.
b) two elements in $\left\{\pi_{i}, \pi_{i+1}, \pi_{i+2}\right\}$ belong to the component $C_{1}$ and the remaining element belongs to the component $C_{2}$. In this case, we have that $\operatorname{Inv}\left(\pi^{\prime}\right) \geq$ $\operatorname{Inv}(\pi)-1$ and $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)-2$, and 5.10 holds.
c) $\pi_{i}, \pi_{i+1}$, and $\pi_{i+2}$ belong to distinct components. In this case, we have that $\pi_{i}$ $<\pi_{i+1}<\pi_{i+2}$, thus $\operatorname{Inv}\left(\pi^{\prime}\right)=\operatorname{Inv}(\pi)+3$. Moreover, we have that $c_{\text {odd }}^{2}\left(\pi^{\prime}\right)+$ $c_{\text {odd }}^{1}\left(\pi^{\prime}\right) \geq c_{o d d}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)-3$. Therefore (5.10 holds.

Since (5.10 holds in every case, the lemma follows.
Theorem 9. The problem of sorting by short signed operations is 3-approximable.
Proof. Immediate from Lemmas 39 and 40 .
Let $\pi$ be a signed permutation. From the proof of Lemma 39, we can conclude that as long as $\operatorname{Inv}(\pi)>0$, we can apply a sequence of short operations that eliminates inversions and keeps the value of $c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)$ unchanged. When $\operatorname{Inv}(\pi)=0$, we can sort $\pi$ applying $c_{\text {odd }}^{1}(\pi)$ signed 1-reversals. This is precisely what Algorithm 18 does.

```
Algorithm 18: Algorithm for sorting by short operations.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: Number of short operations applied for sorting \(\pi\).
    \(d \leftarrow 0\)
    \(c_{\text {odd }} \leftarrow c_{\text {odd }}^{2}(\pi)+c_{\text {odd }}^{1}(\pi)\)
    while \(\operatorname{Inv}(\pi)>0\) do
        Let \(\left(\pi_{i}, \pi_{i+1}\right)\) be an inversion in \(\pi\)
        Let \(C=\left(V_{C}, E_{C}\right)\) be the component of \(G_{\pi}\) such that \(\pi_{i}, \pi_{i+1} \in V_{C}\)
        if \(\left|V_{C}\right| \geq 5\) then
            \(\pi \leftarrow \pi \cdot \rho(i, i+1, i+2)\)
            if \(c_{\text {odd }}^{2}(\pi)+c_{o d d}^{1}(\pi)>c_{o d d}\) then
                \(\pi \leftarrow \pi \cdot \rho(i, i+1, i+2) \triangleright\) undo the previous (1, 1)-transposition
                \(\pi \leftarrow \pi \cdot \rho(i, i+1)\)
            end
            \(d \leftarrow d+1\)
        else if \(\left|V_{C}\right|=4\) or \(\left|V_{C}\right|=3\) then
            Let \(m=\left|V_{C}\right|\) and let \(\sigma \in S_{m}^{ \pm}\)be a signed permutation such that \(G_{\sigma} \simeq\)
            \(C\) (Lemma 38)
            Apply on \(C\) the sequence of short operations that optimally sorts \(\sigma\)
            \(d \leftarrow d+d_{s s o}(\sigma)\)
        else
            if \(\pi_{i}<0\) and \(\pi_{i+1}<0\) then
            \(\pi \leftarrow \pi \cdot \rho(i, i+1)\)
            else
                \(\pi \leftarrow \pi \cdot \rho(i, i+1, i+2)\)
            end
            \(d \leftarrow d+1\)
        end
    end
    Apply signed 1-reversals on \(\pi\) until it has no negative elements and update \(d\)
    accordingly
    return \(d\)
```

It follows from Theorem 9 that Algorithm 18 is a 3 -approximation algorithm for the problem of sorting by short reversals. Regarding its time complexity, we have that each iteration of the while loop takes $O(n)$ time. Since the while loop iterates a total of $O\left(n^{2}\right)$ times and line 26 runs in $O(n)$ time, we can conclude that Algorithm 18 runs in $O\left(n^{3}\right)$ time.

### 5.5 Experimental Results

We have implemented Algorithms 15 and 18, and we have audited them using GRAAu [60]. The audit consists of comparing the distance computed by an algorithm with the rearrangement distance for every $\pi \in S_{n}^{ \pm}, 1 \leq n \leq 10$. The results are presented in Tables 5.1 and 5.2, where $n$ is the size of the permutations, Avg. Ratio is the average of the ratios between the distance returned by an algorithm and the rearrangement distance, Max. Ratio is the greatest ratio among all the ratios between the distance returned by an algorithm and the rearrangement distance, and Exact is the percentage of distances returned by the algorithm that is exactly the rearrangement distance.

Besides providing the Max. Ratio, GRAAu also provides up to 50 permutations for which the algorithms achieved this ratio. These permutations can be used to obtain lower bounds on the theoretical approximation ratios of Algorithms 15 and 18. This is precisely what Lemmas 41 and 42 do. Observe that, in the case of Algorithm 18 , the lower bound matches the upper bound, so we can conclude that its approximation ratio is tight (Lemma 43).

Lemma 41. The approximation ratio of Algorithm 15 is at least 3.
Proof. Let $\pi=(+3+4-1-2)$ be a signed permutation. On one hand, we have that Algorithm 15 applies the sequence of signed short reversals $\rho(2,4), \rho(1,3), \rho(1$, 1), $\rho(2,2), \rho(3,3)$, and $\rho(4,4)$ for sorting $\pi$. On the other hand, we have that the sequence of signed short reversals $\rho(1,3)$ and $\rho(2,4)$ sorts $\pi$, and the lemma follows.

Lemma 42. The approximation ratio of Algorithm 18 is at least 3.
Proof. Let $\pi=(-3-2-5-4+1)$ be a signed permutation. On one hand, we have that Algorithm 18 applies the sequence of signed short operations $\rho(1,2,3), \rho(3,4$, $5), \rho(4,5), \rho(3,4), \rho(2,3)$, and $\rho(1,2)$ for sorting $\pi$. On the other hand, we have that the sequence of signed short operations $\rho(3,5)$ and $\rho(1,3)$ sorts $\pi$. Therefore the lemma follows.

Lemma 43. The approximation ratio of Algorithm 18 is tight.
Proof. Immediate from Theorem 9 and Lemma 42.

Table 5.1: Results obtained from the audit of the implementation of Algorithm 15.

| $\mathbf{n}$ | Avg. Ratio | Max. Ratio | Exact |
| :---: | :---: | :---: | :---: |
| 1 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 1.13 | 2.50 | $77.08 \%$ |
| 4 | 1.18 | 3.00 | $60.16 \%$ |
| 5 | 1.24 | 3.00 | $41.04 \%$ |
| 6 | 1.28 | 3.00 | $26.04 \%$ |
| 7 | 1.31 | 3.00 | $15.06 \%$ |
| 8 | 1.34 | 3.00 | $8.00 \%$ |
| 9 | 1.35 | 3.00 | $3.93 \%$ |
| 10 | 1.37 | 3.00 | $1.79 \%$ |

Table 5.2: Results obtained from the audit of the implementation of Algorithm 18.

| $\mathbf{n}$ | Avg. Ratio | Max. Ratio | Exact |
| :---: | :---: | :---: | :---: |
| 1 | 1.00 | 1.00 | $100.00 \%$ |
| 2 | 1.00 | 1.00 | $100.00 \%$ |
| 3 | 1.04 | 1.50 | $91.67 \%$ |
| 4 | 1.02 | 1.50 | $93.75 \%$ |
| 5 | 1.31 | 3.00 | $46.41 \%$ |
| 6 | 1.54 | 3.00 | $19.11 \%$ |
| 7 | 1.73 | 3.00 | $7.13 \%$ |
| 8 | 1.87 | 3.00 | $2.50 \%$ |
| 9 | 1.99 | 3.00 | $0.75 \%$ |
| 10 | 2.08 | 3.00 | $0.20 \%$ |

### 5.6 Conclusions

In this article, we have presented optimal algorithms for sorting by signed super short reversals and for sorting by signed super short operations, a 5 -approximation algorithm for sorting by signed short reversals, and a 3 -approximation algorithm for sorting by signed short operations. We have shown that the expected approximation ratio of the 5 -approximation algorithm is not greater than 3 for random signed permutations with more than 12 elements. Moreover, the experimental results on small signed permutations have led us to conclude that the approximation ratio of both approximation algorithms cannot be smaller than 3. In particular, this means that the approximation ratio of the 3 -approximation algorithm is tight.

We make two remarks. The first remark is that bounding the length of the operations is not the only approach yielded by the assumption that rearrangement
events affecting large portions of a genome are less likely to occur. Some researchers [13, 106, 118 have proposed to assign weights to the operations according to their length. The second remark is that, as opposed to the unbounded variants of the permutation sorting problem, sorting a linear permutation by short operations is not equivalent to sorting a circular permutation by short operations (see [47] for details). To the best of our knowledge, the only bounded variant considered in the literature that involves circular permutations is the problem of sorting an unsigned circular permutation by reversals of length 2. Jerrum [80] and Egri-Nagy et al. [47] demonstrated how to solve this problem in polynomial time.

We see some possible directions for future work. One is to develop polynomial time solutions for the problem of sorting by signed short reversals and for the problem of sorting by signed short operations. Another possibility is to study the problem of sorting signed circular permutations by short operations. In particular, we think that the ideas used to solve the problem of sorting by signed super short reversals can also be used to tackle the problem of sorting a signed circular permutation by reversals of length of at most 2. Finally, one could apply the methods discussed in this work to inferring phylogenies. For instance, Egri-Nagy et al. [47] applied their method (i.e. sorting unsigned circular permutations by reversals of length 2) to reconstruct the phylogenetic history of some published Yersinia genomes. As a result, they produced a phylogenetic tree that is broadly consistent with the phylogenetic tree of Bos et al. (17].

## Chapter 6

## Sorting Signed Circular Permutations by Super Short Reversals *


#### Abstract

We consider the problem of sorting a circular permutation by reversals of length at most 2, a problem that finds application in comparative genomics. Polynomial-time solutions for the unsigned version of this problem are known, but the signed version remained open. In this paper, we present the first polynomial-time solution for the signed version of this problem. Moreover, we perform an experiment for inferring distances and phylogenies for published Yersinia genomes and compare the results with the phylogenies presented in previous works.


[^6]
### 6.1 Introduction

Distance-based methods form one of the three large groups of methods to infer phylogenetic trees from sequence data [96, Chapter 5]. Such methods proceed in two steps. First, the evolutionary distance is computed for every sequence pair and this information is stored in a matrix of pairwise distances. Then, a phylogenetic tree is constructed from this matrix using a specific algorithm, such as Neighbor-Joining 108]. Note that, in order to complete the first step, we need some method to estimate the evolutionary distance between a sequence pair. Assuming the sequence data correspond to complete genomes, we can resort to the genome rearrangement approach [54] in order to estimate the evolutionary distance.

In genome rearrangements, one estimates the evolutionary distance between two genomes by finding the rearrangement distance between them, which is the length of the shortest sequence of rearrangement events that transforms one genome into the other. Assuming genomes consist of a single chromosome, share the same set of genes, and contain no duplicated genes, we can represent them as permutations of integers, where each integer corresponds to a gene. If, besides the order, the orientation of the genes is also regarded, then each integer has a sign, + or - , and the permutation is called a signed permutation (similarly, we also refer to a permutation as an unsigned permutation when its elements do not have signs). Moreover, if the genomes are circular, then the permutations are also circular; otherwise, they are linear.

A number of publications address the problem of finding the rearrangement distance between two permutations, which can be equivalently stated as a problem of sorting a permutation into the identity permutation (for a detailed survey, the reader is referred to the book of Fertin et al. [54]). This problem varies according to the rearrangement events allowed to sort a permutation. Reversals are the most common rearrangement event observed in genomes. They are responsible for reversing the order and orientation of a sequence of genes within a genome. Although the problem of sorting a permutation by reversals is a well-studied problem, most of the works concerning it do not take into account the length of the reversals (i.e. the number of genes affected by it). Since it has been observed that short reversals are prevalent in the evolution of some species [32, 33, 94, 110], recent efforts have been made to address this issue 47,61.

In this paper, we add to those efforts and present a polynomial-time solution for the problem of sorting a signed circular permutation by super short reversals, that is, reversals which affect at most 2 elements (genes) of a permutation (genome). This solution closes a gap in the literature since polynomial-time solutions are known for the problem of sorting an unsigned circular permutation [47, 80], for the problem of sorting an unsigned linear permutation [80], and for the problem of sorting a signed linear permutation [61]. Moreover, we reproduce the experiment performed by EgriNagy et. al. [47] to infer distances and phylogenies for published Yersinia genomes, but this time we consider the orientation of the genes (they have ignored it in order
to treat the permutations as unsigned).
The rest of this paper is organized as follows. Section 6.2 succinctly presents the solution developed by Jerrum [80] for the problem of sorting by cyclic super short reversals. Section 6.3 builds upon the previous section and presents the solution for the problem of sorting by signed cyclic super short reversals. Section 6.4 briefly explains how we can use the solutions described in $\operatorname{Sect}(\mathrm{s}) .6 .2$ and 6.3 to solve the problem of sorting a (signed) circular permutation by super short reversals. Section 6.5 presents experimental results performed on Yersinia pestis data. Finally, Sect. 6.6 concludes the paper.

### 6.2 Sorting by Cyclic Super Short Reversals

A permutation $\pi$ is a bijection of $\{1,2, \ldots, n\}$ onto itself. A classical notation used in combinatorics for denoting a permutation $\pi$ is the two-row notation

$$
\pi=\left(\begin{array}{cccc}
1 & 2 & \ldots & n \\
\pi_{1} & \pi_{2} & \ldots & \pi_{n}
\end{array}\right)
$$

$\pi_{i} \in\{1,2, \ldots, n\}$ for $1 \leq i \leq n$. This notation indicates that $\pi(1)=\pi_{1}, \pi(2)=\pi_{2}$, $\ldots, \pi(n)=\pi_{n}$. The notation used in genome rearrangement literature, which is the one we will adopt, is the one-row notation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. We say that $\pi$ has size $n$. The set of all permutations of size $n$ is $S_{n}$.

A cyclic reversal $\rho(i, j)$ is an operation that transforms a permutation $\pi=\left(\pi_{1} \pi_{2}\right.$ $\left.\ldots \pi_{i-1} \underline{\pi_{i}} \pi_{i+1} \ldots \pi_{j-1} \pi_{j} \pi_{j+1} \ldots \pi_{n}\right)$ into the permutation $\pi \cdot \rho(i, j)=\left(\pi_{1} \pi_{2} \ldots\right.$ $\left.\pi_{i-1} \pi_{j} \pi_{j-1} \ldots \pi_{i+1} \pi_{i} \pi_{j+1} \ldots \pi_{n}\right)$ if $1 \leq i<j \leq n$ and transforms a permutation $\pi=\left(\underline{\pi_{1} \pi_{2} \ldots \pi_{i} \pi_{i+1}} \ldots \pi_{j-1} \underline{\pi_{j} \pi_{j+1} \ldots \pi_{n}}\right)$ into the permutation $\pi \cdot \rho(i, j)=$ $\left(\pi_{j} \pi_{j+1} \ldots \pi_{n} \pi_{i+1} \ldots \pi_{j-1} \underline{\left.\pi_{i} \pi_{i-1} \ldots \pi_{1}\right) \text { if } 1} \leq j<i \leq n\right.$. The cyclic reversal $\rho(i$, $j$ ) is called a cyclic $k$-reversal if $k \equiv j-i+1(\bmod n)$. It is called super short if $k$ $=2$.

The problem of sorting by cyclic super short reversals consists in finding the minimum number of cyclic super short reversals that transform a permutation $\pi \in S_{n}$ into $\iota_{n}=(12 \ldots n)$. This number is referred to as the cyclic super short reversal distance of permutation $\pi$ and it is denoted by $d(\pi)$.

Let $S\left(\pi_{i}, \pi_{j}\right)$ denote the act of switching the positions of the elements $\pi_{i}$ and $\pi_{j}$ in a permutation $\pi$. Note that the cyclic 2 -reversal $\rho(i, j)$ can be alternatively denoted by $S\left(\pi_{i}, \pi_{j}\right)$. Given a sequence $S$ of cyclic super short reversals and a permutation $\pi \in S_{n}$, let $R_{S}\left(\pi_{i}\right)$ be the number of cyclic 2-reversals of the type $S\left(\pi_{i}, \pi_{j}\right)$ and let $L_{S}\left(\pi_{i}\right)$ be the number of cyclic 2-reversals of the type $S\left(\pi_{k}, \pi_{i}\right)$. In other words, $R_{S}\left(\pi_{i}\right)$ denotes the number of times a cyclic 2 -reversal moves the element $\pi_{i}$ to the right and $L_{S}\left(\pi_{i}\right)$ denotes the number of times a cyclic 2-reversal moves the element $\pi_{i}$ to the left. We define the net displacement of an element $\pi_{i}$ with respect to $S$ as $d_{S}\left(\pi_{i}\right)=R_{S}\left(\pi_{i}\right)-L_{S}\left(\pi_{i}\right)$. The displacement vector of $\pi$ with respect to $S$ is defined as $d_{S}(\pi)=\left(d_{S}\left(\pi_{1}\right), d_{S}\left(\pi_{2}\right), \ldots, d_{S}\left(\pi_{n}\right)\right)$.

Lemma 44. Let $S=\rho_{1}, \rho_{2}, \ldots, \rho_{t}$ be a sequence of cyclic super short reversals that sorts a permutation $\pi \in S_{n}$. Then, we have that

$$
\begin{gather*}
\sum_{i=1}^{n} d_{S}\left(\pi_{i}\right)=0  \tag{6.1}\\
\pi_{i}-d_{S}\left(\pi_{i}\right) \equiv i \quad(\bmod n) . \tag{6.2}
\end{gather*}
$$

Proof. Let $L_{S}$ be the number of times a cyclic super short reversal of $S$ moves an element to the left and let $R_{S}$ be the number of times a cyclic super short reversal of $S$ moves an element to the right. Then, $L_{S}=R_{S}$ because a cyclic super reversal always moves two elements, one for each direction. Therefore, we have that $\sum_{i=1}^{n} d_{S}\left(\pi_{i}\right)=$ $\sum_{i=1}^{n}\left(R_{S}\left(\pi_{i}\right)-L_{S}\left(\pi_{i}\right)\right)=R_{S}-L_{S}=0$ and equation 6.1 follows. The equation 6.2 follows from the fact that, once the permutation is sorted, all of its elements must be in the correct position.

Note that, in one hand, we can think of a sequence of cyclic super short reversals as specifying a displacement vector. On the other hand, we can also think of a displacement vector as specifying a sequence of cyclic super short reversals. Let $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in Z^{n}$ be a vector and $\pi \in S_{n}$ be a permutation. We say that $x$ is a valid vector for $\pi$ if $\sum_{i} x_{i}=0$ and $\pi_{i}-x_{i} \equiv i(\bmod n)$. Given a vector $x=\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right) \in Z^{n}$ and two distinct integers $i, j \in\{1,2, \ldots, n\}$, let $r=i-j$ and $s=(i$ $\left.+x_{i}\right)-\left(j+x_{j}\right)$. The crossing number of $i$ and $j$ with respect to $x$ is defined by

$$
c_{i j}(x)= \begin{cases}|\{k \in[r, s]: k \equiv 0(\bmod n)\}| & \text { if } r \leq s \\ -|\{k \in[s, r]: k \equiv 0 \quad(\bmod n)\}| & \text { if } r>s\end{cases}
$$

The crossing number of $x$ is defined by $C(x)=\frac{1}{2} \sum_{i, j}\left|c_{i j}(x)\right|$. Intuitively, if $S$ is a sequence of cyclic super short reversals that sorts a permutation $\pi$ and $d_{S}(\pi)=x$, then $c_{i j}(x)$ measures the number of times the elements $\pi_{i}$ and $\pi_{j}$ must "cross", that is, the number of cyclic 2-reversals of type $S\left(\pi_{i}, \pi_{j}\right)$ minus the number of cyclic 2reversals of type $S\left(\pi_{j}, \pi_{i}\right)$. Using the notion of crossing number, Jerrum [80 was able to prove the following fundamental lemma.

Lemma 45 (Jerrum [80|). Let $S$ be a minimum-length sequence of cyclic super short reversals that sorts a permutation $\pi \in S_{n}$ and let $x \in Z^{n}$ be a valid vector for $\pi$. If $d_{S}(\pi)=x$, then $d(\pi)=C(x)$.

The Lemma 45 allows the problem of sorting a permutation $\pi$ by cyclic super short reversals to be recast as the optimisation problem of finding a valid vector $x \in Z^{n}$ for $\pi$ with minimum crossing number. More specifically, as Jerrum [80] pointed out, this problem can formulated as the integer program:

$$
\text { Minimize } C(x) \text { over } Z^{n}
$$

subject to $\sum_{i} x_{i}=0, \pi_{i}-x_{i} \equiv i(\bmod n)$.

Although solving an integer program is NP-hard in the general case, Jerrum 80] presented a polynomial-time algorithm for solving this one.

Firstly, Jerrum [80] introduced a transformation $T_{i j}: Z^{n} \rightarrow Z^{n}$ defined as follows. For any vector $x \in Z^{n}$, the result, $x^{\prime}=T_{i j}(x)$, of applying $T_{i j}$ to $x$ is given by $x_{k}^{\prime}=$ $x_{k}$ for $k \notin\{i, j\}, x_{i}^{\prime}=x_{i}-n$, and $x_{j}^{\prime}=x_{j}+n$. Lemma 46 shows what is the effect of this transformation on the crossing number of a vector.

Lemma 46. Let $x$ and $x^{\prime}$ be two vectors over $Z^{n}$ such that $x^{\prime}=T_{i j}(x)$. Then, $C\left(x^{\prime}\right)$ $-C(x)=2\left(n+x_{j}-x_{i}\right)$.

Proof. The proof of this lemma is given by Jerrum [80, Theorem 3.9]. We note, however, that he mistakenly wrote that $C\left(x^{\prime}\right)-C(x)=4\left(n+x_{j}-x_{i}\right)$. In other words, he forgot to divide the result by 2 . This division is necessary because the crossing number of a vector is the half of the sum of the crossing numbers of its indices.

Let $\max (x)$ and $\min (x)$ respectively denote the maximum and minimum component values of a vector $x \in Z^{n}$. The transformation $T_{i j}$ is said to contract $x$ iff $x_{i}=$ $\max (x), x_{j}=\min (x)$ and $x_{i}-x_{j} \geq n$. Moreover, $T_{i j}$ is said to strictly contract $x$ iff, in addition, the final inequality is strict. The algorithm proposed by Jerrum 80] starts with a feasible solution to the integer program and performs a sequence of strictly contracting transformations which decrease the value of the crossing number. When no further strictly contracting transformation can be performed, the solution is guaranteed to be optimal. This is because, as showed by Jerrum [80], any two local optimum solutions (i.e solutions which admit no strictly contracting transformation) can be brought into agreement with each other via a sequence of contracting transformations. The detailed algorithm is given below (Algorithm 19).

```
Algorithm 19: Algorithm for sorting by cyclic super short reversals.
    Data: A permutation \(\pi \in S_{n}\).
    Result: Number of cyclic super short reversals applied for sorting \(\pi\).
    Let \(x\) be a \(n\) dimension vector
    for \(k=1\) to \(n\) do
        \(x_{k} \leftarrow \pi_{k}-k\)
    end
    while \(\max (x)-\min (x)>n\) do
        Let \(i, j\) be two integers such that \(x_{i}=\max (x)\) and \(x_{j}=\min (x)\)
        \(x_{i} \leftarrow x_{i}-n\)
        \(x_{j} \leftarrow x_{j}+n\)
    end
    return \(C(x)\)
```

Regarding the time complexity of Algorithm 19, we have that line 1 and the for loop of lines 2-4 take $O(n)$ time. Jerrum [80] observed that none of the variables $x_{i}$
changes value more than once, therefore the while loop iterates only $O(n)$ times. As the lines 6-8 take $O(n)$ time, the while loop takes $O\left(n^{2}\right)$ time to execute. Since we can compute the value of $C(x)$ in $O\left(n^{2}\right)$ time, the overall complexity of the algorithm is $O\left(n^{2}\right)$.

Note that, in this section, we have focused on the problem of computing the cyclic super short reversal distance of a permutation rather than finding the minimum number of cyclic super short reversals that sorts it. As Jerrum [80 remarked, his proofs are constructive and directly imply algorithms for finding the sequence of cyclic super short reversals.

### 6.3 Sorting by Signed Cyclic Super Short Reversals

A signed permutation $\pi$ is a bijection of $\{-n, \ldots,-2,-1,1,2, \ldots, n\}$ onto itself that satisfies $\pi(-i)=-\pi(i)$ for all $i \in\{1,2, \ldots, n\}$. The two-row notation for a signed permutation is

$$
\pi=\left(\begin{array}{cccccccc}
-n & \ldots & -2 & -1 & 1 & 2 & \ldots & n \\
-\pi_{n} & \ldots & -\pi_{2} & -\pi_{1} & \pi_{1} & \pi_{2} & \ldots & \pi_{n}
\end{array}\right)
$$

$\pi_{i} \in\{1,2, \ldots, n\}$ for $1 \leq i \leq n$. The notation used in genome rearrangement literature, which is the one we will adopt, is the one-row notation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$. Note that we drop the mapping of the negative elements since $\pi(-i)=-\pi(i)$ for all $i$ $\in\{1,2, \ldots, n\}$. By abuse of notation, we say that $\pi$ has size $n$. The set of all signed permutations of size $n$ is $S_{n}^{ \pm}$.

A signed cyclic reversal $\rho(i, j)$ is an operation that transforms a signed permutation $\pi=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1} \underline{\pi_{i} \pi_{i+1} \ldots \pi_{j-1} \pi_{j}} \pi_{j+1} \ldots \pi_{n}\right)$ into the signed permutation $\pi$ - $\rho(i, j)=\left(\pi_{1} \pi_{2} \ldots \pi_{i-1}-\pi_{j}-\pi_{j-1} \ldots-\pi_{i+1}-\pi_{i} \pi_{j+1} \ldots \pi_{n}\right)$ if $1 \leq i \leq j \leq n$ and transforms a signed permutation $\pi=\left(\underline{\pi_{1} \pi_{2} \ldots \pi_{i}} \pi_{i+1} \ldots \pi_{j-1} \pi_{j} \pi_{j+1} \ldots \pi_{n}\right)$ into the signed permutation $\pi \cdot \rho(i, j)=\left(-\pi_{j}-\pi_{j+1} \ldots-\pi_{n} \pi_{i+1} \ldots \overline{\left.\pi_{j-1}-\pi_{i}-\pi_{i-1} \ldots-\pi_{1}\right)}\right.$ if $1 \leq j<i \leq n$. The signed cyclic reversal $\rho(i, j)$ is called a signed cyclic $k$-reversal if $k \equiv j-i+1(\bmod n)$. It is called super short if $k \leq 2$.

The problem of sorting by signed cyclic super short reversals consists in finding the minimum number of signed cyclic super short reversals that transform a permutation $\pi \in S_{n}^{ \pm}$into $\iota_{n}$. This number is referred to as the signed cyclic super short reversal distance of permutation $\pi$ and it is denoted by $d^{ \pm}(\pi)$.

Let $S\left(\left|\pi_{i}\right|,\left|\pi_{j}\right|\right)$ denote the act of switching the positions and flipping the signs of the elements $\pi_{i}$ and $\pi_{j}$ in a signed permutation $\pi$. Note that the signed cyclic 2-reversal $\rho(i, j)$ can be alternatively denoted by $S\left(\left|\pi_{i}\right|,\left|\pi_{j}\right|\right)$. Given a sequence $S$ of cyclic signed super short reversals and a signed permutation $\pi \in S_{n}^{ \pm}$, let $R_{S}\left(\pi_{i}\right)$ be the number of signed cyclic 2-reversals of the type $S\left(\left|\pi_{i}\right|,\left|\pi_{j}\right|\right)$ and let $L_{S}\left(\pi_{i}\right)$ be the number of signed cyclic 2-reversals of the type $S\left(\left|\pi_{k}\right|,\left|\pi_{i}\right|\right)$. We define the net
displacement of an element $\pi_{i}$ with respect to $S$ as $d_{S}\left(\pi_{i}\right)=R_{S}\left(\pi_{i}\right)-L_{S}\left(\pi_{i}\right)$. The displacement vector of $\pi$ with respect to $S$ is defined as $d_{S}(\pi)=\left(d_{S}\left(\pi_{1}\right), d_{S}\left(\pi_{2}\right), \ldots\right.$, $\left.d_{S}\left(\pi_{n}\right)\right)$. The following lemma is the signed analog of Lemma 44. We omit the proof because it is the same as of the proof of Lemma 44.

Lemma 47. Let $S=\rho_{1}, \rho_{2}, \ldots, \rho_{t}$ be a sequence of signed cyclic super short reversals that sorts a signed permutation $\pi \in S_{n}^{ \pm}$. Then, we have that

$$
\begin{array}{r}
\sum_{i=1}^{n} d_{S}\left(\pi_{i}\right)=0 \\
\left|\pi_{i}\right|-d_{S}\left(\pi_{i}\right) \equiv i \quad(\bmod n) \tag{6.4}
\end{array}
$$

Let $x \in Z^{n}$ be a vector and $\pi \in S_{n}^{ \pm}$be a signed permutation. We say that $x$ is a valid vector for $\pi$ if $\sum_{i} x_{i}=0$ and $\left|\pi_{i}\right|-x_{i} \equiv i(\bmod n)$. Given a valid vector $x$ for the signed permutation $\pi$, we define the set $\operatorname{podd}(\pi, x)$ as $\operatorname{podd}(\pi, x)$ $=\left\{i: \pi_{i}>0\right.$ and $\left|x_{i}\right|$ is odd $\}$ and we define the set neven $(\pi, x)$ as neven $(\pi, x)=$ $\left\{i: \pi_{i}<0\right.$ and $\left|x_{i}\right|$ is even $\}$. Moreover, let $U(\pi, x)$ denote the union of these sets, that is, $U(\pi, x)=\operatorname{podd}(\pi, x) \cup$ neven $(\pi, x)$. The following lemma is the signed analog of Lemma 45,

Lemma 48. Let $S$ be a minimum-length sequence of signed cyclic super short reversals that sorts a signed permutation $\pi \in S_{n}^{ \pm}$and let $x \in Z^{n}$ be a valid vector for $\pi$. If $d_{S}(\pi)=x$, then $d^{ \pm}(\pi)=C(x)+|U(\pi, x)|$.

Proof. Note that the sequence $S$ can be decomposed into two distinct subsequences $S_{1}$ and $S_{2}$ such that $S_{1}$ is formed by the signed cyclic 1-reversals of $S$ and $S_{2}$ is formed by the signed cyclic 2 -reversals of $S$. Moreover, we can assume without loss of generality that the signed cyclic reversals of subsequence $S_{2}$ are applied first. We argue that $\left|S_{1}\right|$ $=|U(\pi, x)|$ regardless the size of $S_{2}$. To see this, suppose that we apply a signed cyclic 2-reversal $\rho(i, j)$ of $S_{2}$ in $\pi$, obtaining a signed permutation $\pi^{\prime}$. Moreover, let $S^{\prime}$ be the resulting sequence after we remove $\rho(i, j)$ from $S$. We have that $d_{S^{\prime}}\left(\pi_{k}^{\prime}\right)=d_{S}\left(\pi_{k}\right)$ for $k \notin\{i, j\}, d_{S^{\prime}}\left(\pi_{i}^{\prime}\right)=d_{S}\left(\pi_{i}\right)-1$, and $d_{S^{\prime}}\left(\pi_{j}^{\prime}\right)=d_{S}\left(\pi_{j}\right)+1$. Then, assuming the vector $x^{\prime} \in Z^{n}$ is equal to $d_{S^{\prime}}\left(\pi^{\prime}\right)$, we can conclude that $U\left(\pi^{\prime}, x^{\prime}\right)=U(\pi, x)$ because $\rho(i, j)$ has changed both the parities of $\left|x_{i}\right|$ and $\left|x_{j}\right|$ and the signs of $\pi_{i}$ and $\pi_{j}$. Since $\left|S_{1}\right|=|U(\pi, x)|$ regardless the size of $S_{2}$ and we know from Lemma 45 that $\left|S_{2}\right| \geq$ $C(x)$, we can conclude that $\left|S_{2}\right|=C(x)$, therefore the lemma follows.

The Lemma 48 allows the problem of sorting a signed permutation $\pi$ by signed cyclic super short reversals to be recast as the optimisation problem of finding a valid vector $x \in Z^{n}$ for $\pi$ which minimizes the sum $C(x)+|U(\pi, x)|$. The next theorem shows how to solve this problem in polynomial time.

Theorem 10. Let $\pi \in S_{n}^{ \pm}$be a signed permutation. Then, we can find a valid vector $x \in Z^{n}$ which minimizes the sum $C(x)+|U(\pi, x)|$ in polynomial time.

Proof. We divide our analysis into two cases:
i) $n$ is even. In this case, we have that the value of $|U(\pi, x)|$ is the same for any feasible solution $x$. This is because, in order to be a feasible solution, a vector $x$ has to satisfy the restriction $\left|\pi_{i}\right|-x_{i} \equiv i(\bmod n)$. This means that $x_{i}$ is congruent modulo $n$ with $a=\left|\pi_{i}\right|-i$ and belongs to the equivalent class $\{\ldots, a-2 n, a-n, a, a+n, a+2 n, \ldots\}$. Since $n$ is even, the parities of the absolute values of the elements in this equivalence class are the same, therefore the value of $|U(\pi, x)|$ is the same for any feasible solution $x$. It follows that we can only minimize the value of $C(x)$ and this can be done by performing successive strictly contracting transformations.
ii) $n$ is odd. In this case, it is possible to minimize the values of $|U(\pi, x)|$ and $C(x)$. Firstly, we argue that minimizing $C(x)$ leads to a feasible solution $x^{\prime \prime}$ such that $C\left(x^{\prime \prime}\right)+\left|U\left(\pi, x^{\prime \prime}\right)\right|$ is at least as low as $C\left(x^{\prime}\right)+\left|U\left(\pi, x^{\prime}\right)\right|$, where $x^{\prime}$ can be any feasible solution such that $C\left(x^{\prime}\right)$ is not minimum. To see this, let $x^{\prime}$ be a feasible solution such that $C\left(x^{\prime}\right)$ is not minimum. Then, we can perform a sequence of strictly contracting transformations which decrease the value of $C(x)$. When no further strictly contracting transformation can be performed, we obtain a solution $x^{\prime \prime}$ such that $C\left(x^{\prime \prime}\right)$ is minimum. On one hand, we know from Lemma 46 that each strictly contracting transformation $T_{i j}$ decreases $C(x)$ by at least 2 units. On the other hand, since $n$ is odd, its possible that the parities of $\left|x_{i}\right|$ and $\left|x_{j}\right|$ have been changed in such a way that the value of $|U(\pi, x)|$ increases by 2 units. Therefore, in the worst case, each strictly contracting transformation does not change the value of $C(x)+|U(\pi, x)|$, so $C\left(x^{\prime}\right)+\left|U\left(\pi, x^{\prime}\right)\right| \geq C\left(x^{\prime \prime}\right)+$ $\left|U\left(\pi, x^{\prime \prime}\right)\right|$. Now, we argue that, if there exists more than one feasible solution $x$ such that $C(x)$ is minimum, then it is still may be possible to minimize the value of $|U(\pi, x)|$.

Jerrum [80, Theorem 3.9] proved that if there is more than one feasible solution such that $C(x)$ is minimum, then each of these solutions can be brought into agreement with each other via a sequence of contracting transformations. Note that a contracting transformation $T_{i j}$ does not change the value of $C(x)$, but it can change the value of $|U(\pi, x)|$ because $n$ is odd and the parities of $\left|x_{i}\right|$ and $\left|x_{j}\right|$ change when $T_{i j}$ is performed. This means that, among all feasible solutions such that $C(x)$ is minimum, some of them have minimum $|U(\pi, x)|$ and these solutions are optimal. Therefore, we can obtain an optimal solution by first obtaining a feasible solution with minimum $C(x)$ (this can be done by performing successive strictly contracting transformations) and then we can apply on it every possible contracting transformation $T_{i j}$ which decreases the value of $|U(\pi, x)|$.

The proof of Theorem 10 directly implies an exact algorithm for sorting by signed cyclic super short reversals. Such an algorithm is described below (Algorithm 20). Regarding its time complexity, we know from previous section that lines 1-9 take $O\left(n^{2}\right)$ time. Since lines 13-23 take $O(1)$ time, we can conclude that the nested for loops take $O\left(n^{2}\right)$ times to execute. Finally, we can compute $C(x)+|U(\pi, x)|$ in $O\left(n^{2}\right)$, therefore the overall complexity of Algorithm 20 is $O\left(n^{2}\right)$.

```
Algorithm 20: Algorithm for sorting by signed cyclic super short reversals.
    Data: A permutation \(\pi \in S_{n}^{ \pm}\).
    Result: Number of signed cyclic super short reversals applied for sorting \(\pi\).
    Let \(x\) be a \(n\) dimension vector
    for \(k=1\) to \(n\) do
        \(x_{k} \leftarrow\left|\pi_{k}\right|-k\)
    end
    while \(\max (x)-\min (x)>n\) do
        Let \(i, j\) be two integers such that \(x_{i}=\max (x)\) and \(x_{j}=\min (x)\)
        \(x_{i} \leftarrow x_{i}-n\)
        \(x_{j} \leftarrow x_{j}+n\)
    end
    if \(n\) is odd then
        for \(i=1\) to \(n-1\) do
            for \(j=i+1\) to \(n\) do
            if \(x_{i}>x_{j}\) then
                                    \(\min \leftarrow j\)
                                    \(\max \leftarrow i\)
            else
                \(\min \leftarrow i\)
                \(\max \leftarrow j\)
            end
            if \(x_{\text {max }}-x_{\text {min }}=n\) and \(\min \in U(\pi, x)\) and \(\max \in U(\pi, x)\) then
                \(x_{\text {max }} \leftarrow x_{i}-n\)
                \(x_{\text {min }} \leftarrow x_{j}+n\)
            end
        end
        end
    end
    return \(C(x)+|U(\pi, x)|\)
```

Note that, in this section, we have focused on the problem of computing the signed cyclic super short reversal distance of a signed permutation rather than finding the minimum number of signed cyclic super short reversals that sorts it. We remark that the proofs are constructive and directly imply algorithms for finding the sequence of signed cyclic super short reversals.

### 6.4 Sorting Circular Permutations

In this section, we briefly explain how we can use the solution for the problem of sorting by (signed) cyclic super short reversals to solve the problem of sorting a (signed) circular permutation by super short reversals. This explanation is based on Sect. 2.3 of the work of Egri-Nagy et al. $[47]$ and on Sect. 2.5 of the book of Fertin et al. [54], where one can find more details.

Note that a circular permutation can be "unrolled" to produce a linear permutation, such as defined in the two previous sections. This process can produce $n$ different linear permutations, one for each possible rotation of the circular permutation. Moreover, since a circular permutation represents a circular chromosome, which lives in three dimension, it can also be "turned over" before being unrolled. This means that, for each possible rotation of the circular permutation, we can first turn it over and then unroll it, producing a linear permutation. Again, this process can produce $n$ different linear permutations. The $n$ linear permutations produced in the first process are different from the $n$ linear permutations produced in the second process, thus both processes can produce a total of $2 n$ different linear permutations. Each of these $2 n$ linear permutations represents a different viewpoint from which to observe the circular permutation, therefore they are all equivalent.

The discussion of the previous paragraph leads us to conclude that, in order to sort a (signed) circular permutation by super short reversals, we can sort each of the $2 n$ equivalent (signed) linear permutations by (signed) cyclic super short reversals, generating $2 n$ different sorting sequences. Then, we can take the sequence of minimum length as the sorting sequence for the (signed) circular permutation and the super short reversal distance of the (signed) circular permutation is the length of this sequence. Note that this procedure takes $O\left(n^{3}\right)$ time because we have to execute Algorithm 19 or Algorithm $20 O(n)$ times.

### 6.5 Experimental Results and Discussion

We implemented the procedure described in the previous section for computing the super short reversal distance of a signed circular permutation and we reproduced the experiment performed by Egri-Nagy et. al. [47] for inferring distances and phylogenies for published Yersinia genomes. In fact, we performed the same experiment, except that we considered the orientation of the genes rather than ignoring it and we considered that each permutation has 78 elements rather than $79^{2}$. More specifically, we obtained from Darling et al. [33] the signed circular permutations which represent

[^7]Table 6.1: Matrix of the super short reversal distances among the signed circular permutations which represent the Yersinia genomes. The names of the species were abbreviated so that YPK refers to Y. pestis Kim, YPA to Y. pestis Antiqua, YPM to Y. pestis Microtus 91001, YPC to Y. pestis CO92, YPN to Y. pestis Nepal516, YPP to Y. pestis Pestoides F 15-70, YT1 to Y. pseudotuberculosis IP31758, and YT2 to Y. pseudotuberculosis IP32953.

|  | YPK | YPA | YPM | YPC | YPN | YPP | YT1 | YT2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| YPK | 0 | 243 | 752 | 205 | 338 | 533 | 764 | 760 |
| YPA | 243 | 0 | 772 | 352 | 279 | 510 | 724 | 773 |
| YPM | 752 | 772 | 0 | 728 | 747 | 643 | 361 | 385 |
| YPC | 205 | 352 | 728 | 0 | 381 | 656 | 776 | 760 |
| YPN | 338 | 279 | 747 | 381 | 0 | 547 | 617 | 624 |
| YPP | 533 | 510 | 643 | 656 | 547 | 0 | 434 | 457 |
| YT1 | 764 | 724 | 361 | 776 | 617 | 434 | 0 | 189 |
| YT2 | 760 | 773 | 385 | 760 | 624 | 457 | 189 | 0 |

eight Yersinia genomes. Then, we computed the super short reversal distance between every pair of signed circular permutation and this information was stored in a matrix of pairwise distances (Table 6.1). Finally, a phylogenetic tree was constructed from this matrix using Neighbor-Joining [108] method. The resulting phylogeny is shown in Fig. 6.1.

Considering the pair of $Y$. pseudotuberculosis as outgroup, the obtained phylogeny shows that $Y$. pestis Microtus 91001 was the first to diverge. It was followed then by the divergences of Y. pestis Pestoides F 15-70, Y. pestis Nepal516, Y. pestis Antiqua and the final divergence of Y. pestis Kim and Y. pestis CO92. This result is different of the one obtained by Egri-Nagy et. al. [47] which used super short reversal distance between unsigned permutations. On their results, the divergence of Y. pestis Nepal516 happened before the divergence of $Y$. pestis CO92 which occurred previous to the divergence of Y. pestis Kim and Y. pestis Antiqua.

In our work and in the work of Egri-Nagy et. al. [47], the use of super short reversals resulted on topologies which are different from the one of Darling et al. [33], which considered inversions of any size. The first difference observed on the result of Darling et al. [33] is that Y. pestis Pestoides F 15-70 diverged before Y. pestis Microtus 91001. The second difference shows that Y. pestis Nepal516 is sibling of Y. pestis Kim, that Y. pestis CO92 is sibling of Y. pestis Antiqua and that these four bacteria have a common ancestor that is descendant of Y. pestis Microtus 91001.

If we look to the branch lengths of the two trees obtained with super short reversal distances and we compare with the branch lengths of the topology obtained by Darling et al. [33], we can see that our results are more consistent than the one obtained by Egri-Nagy et al. [47]. For instance, on our results the distance between the two $Y$.


Figure 6.1: Phylogeny of the Yersinia genomes based on the super short reversal distance of the signed circular permutations.
pseudotuberculosis is smaller than the one observed between the pair Y. pestis Kim and $Y$. pestis Antiqua, what agrees with the configuration obtained by Darling et al. (33].

### 6.6 Conclusions

In this paper, we presented a polynomial-time solution for the problem of sorting a signed circular permutation by super short reversals. From a theoretical perspective, this solution is important because it closes a gap in the literature. From a biological perspective, it is important because signed permutations constitute a more adequate model for genomes. Moreover, we performed an experiment to infer distances and phylogenies for published Yersinia genomes and compared the results with the phylogenies presented in previous works [33,47]. Our obtained topology is similar to the one obtained by Egri-Nagy et. al. [47]. However, the distances calculated with our algorithm are more consistent with the topology obtained by Darling et al. [33]. Some
theoretical questions remain open (for instance, the diameter of the super short reversal distance for signed permutations), and we intend to address them in our future research.

## Chapter 7

## Concluding Remarks

We conclude this thesis with a summary of the previous chapters (except the first) along with a discussion of a few possible directions for further research.

In Chapter 2, we presented GRAAu, a tool for evaluating approximation algorithms and heuristics for permutation sorting problems. To build this tool, we computed the rearrangement distances of all permutations in $S_{n}, 1 \leq n \leq 13$, and in $S_{n}^{ \pm}, 1 \leq n \leq 10$, with respect to a number of rearrangement models regarded in the literature that take into account reversals or transpositions. We did not compute the rearrangement distances for permutations with more elements due to resource constraints. Therefore, a possible direction for future research is to develop more efficient algorithms for computing the rearrangement distance of every permutation in the symmetric group. Gonçalves, Bueno, and Hausen 65] have managed to do this by restricting the rearrangement model to transpositions only. Such restriction allowed them to use toric equivalences to reduce the search space.

The rearrangement distances were stored in the database, referred to as Rearrangement Distance Database, which can be accessed via the internet. Hence, anyone can access it and extract information of interest regarding the rearrangement distances. For instance, by analyzing the distribution of the rearrangement distances, we were able to validate some conjectures about the diameter of the symmetric group. Other researchers [12,67,97] have also used the information available in the Rearrangement Distance Database.

Finally, to illustrate the application of GRAAu, four approximation algorithms were audited. Based on the data provided by GRAAu, specifically the Maximum Ratio and the permutations that exhibited it, we were able to show that the approximation ratios of three algorithms are tight. The idea of using the data provided by GRAAu to get insight on the approximation ratio of an algorithm was also used in other chapters of this thesis and may as well be used in future works.

In Chapter 3, we presented a general heuristic for permutation sorting problems. The heuristic works by iteratively improving an initial solution produced by other algorithm. In each step, it makes a local change within a sliding window, which
moves across the solution. The main idea employed by the heuristic is to transform the sliding window into a small instance of the permutation sorting problem in such a way that an optimal solution for that instance can be retrieved from the Rearrangement Distance Database. To evaluate the heuristic, we applied it to the solutions provided by 23 approximation algorithms. The performance of the heuristic varied considerably depending on the algorithm that produced the initial solutions: it ranged from almost $100 \%$ of improvement to below $5 \%$. The observed variation is mainly due to the quality of the initial solutions: the closer they are to the optimal solution, the more difficult it is to improve them.

A drawback of retrieving an optimal solution from a database is that it does not scale up to larger permutations. An alternative approach is to compute an optimal solution using an exact exponential time algorithm. In this way, the size of the sliding window can be adjusted according to the efficiency of the exact algorithm at hand. Recently, Lancia, Rinaldi, and Serafini [92] proposed a general Integer Programming (IP) model that can be used to solve several variants of the permutation sorting problem. We believe that the combination of our heuristic with their IP model can lead to interesting results.

In Chapter 4, we presented experimental and theoretical results regarding three algorithms for the problem of sorting by transpositions, namely Walter, Dias, and Meidanis' 2.25-approximation algorithm [124], Benoît-Gagné and Hamel's 3-approximation algorithm [14], and Guyer, Heath, and Vergara's heuristic [69]. These algorithms are based on alternative approaches to the cycle graph, which is the tool used by the best known approximation algorithms for the problem of sorting by transpositions $[38,48]$. Chapter 4 delivers a good picture of this group of algorithms and lays the groundwork for future research. In particular, it is still not clear whether these alternative approaches can or cannot yield algorithms with low approximation ratios. Therefore, searching for results that could help make progress on this question either way is an interesting direction to follow.

In chapters 5 and 6, we addressed the problem of sorting signed permutations by bounded operations. Specifically, we studied (i) the problem of sorting a signed linear permutation by super short reversals, (ii) the problem of sorting a signed circular permutation by super short reversals, (iii) the problem of sorting a signed linear permutation by short reversals, (iv) the problem of sorting a signed linear permutation by super short operations, and (v) the problem of sorting a signed linear permutation by short operations. We presented polynomial-time algorithms for problems (i), (ii) and (iv), and we presented polynomial-time approximation algorithms for problems (iii) and (v). Possible directions for future research include developing better algorithms for problems (iii) and (v) as well as considering other rearrangement operations, such as short transpositions and short reversals, for sorting a signed circular permutation.

Finally, we used the algorithm developed for problem (ii) to perform an experiment for inferring distances and phylogenies for published Yersinia genomes. In fact,
we reproduced the experiment performed by Egri-Nagy et al. [47, but this time we considered the orientation of the genes (they have ignored it in order to treat the permutations as unsigned). Our obtained topology is similar to the one obtained by them, but the distances calculated with our algorithm are more consistent with the phylogeny obtained by Darling et al. [33]. Future work should include more experiments on real data, possibly with genomes of not so closely related species.
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