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ABSTRACT

Background: Experiments in which study units are assigned to experimental groups nonrandomly are called quasi-experiments. They allow investigations of cause-effect relations in settings in which randomization is inappropriate, impractical, or too costly.

Problem outline: The procedure by which the nonrandom assignments are made might result in selection bias and other internal validity problems. Selection bias is a systematic (not happening by chance) pre-experimental difference between the groups that could influence the results. By detecting the cause of the selection bias, and designing and analyzing the experiments accordingly, the effect of the bias may be reduced or eliminated.

Research method: To investigate how quasi-experiments are performed in software engineering (SE), we conducted a systematic review of the experiments published in nine major SE journals and three conference proceedings in the decade 1993–2002.

Results: Among the 113 experiments detected, 35% were quasi-experiments. In addition to field experiments, we found several applications for quasi-experiments in SE. However, there seems to be little awareness of the precise nature of quasi-experiments and the potential for selection bias in them. The term “quasi-experiment” was used in only 10% of the articles reporting quasi-experiments; only half of the quasi-experiments measured a pretest score to control for selection bias, and only 8% reported a threat of selection bias. On average, larger effect sizes were seen in randomized than in quasi-experiments, which might be due to selection bias in the quasi-experiments.

Conclusion: We conclude that quasi-experimentation is useful in many settings in SE, but their design and analysis must be improved (in ways described in this paper), to ensure that inferences made from this kind of experiment are valid.

© 2008 Elsevier B.V. All rights reserved.
1. Introduction

In an experiment, an intervention is introduced deliberately to observe its effects. This is the control that essentially allows the observation of treatment–outcome relations in experiments. Internal validity pertains to the validity of inferring causal relationships from these observations, that is, "whether observed co-variation reflects a causal relationship between the treatment and the outcome." Quasi-experiments are similar to randomized experiments. Shadish et al. [42], Table 1. Quasi-experiments are similar to randomized experiments. Quasi-experiments are introduced to deal with situations where randomization is not desirable or possible.

Even though the theory of quasi-experiments asserts that quasi-experimental designs can yield plausible inferences about causal relationships [40], it seems that in many disciplines there is little awareness of the fact that proper inferences from quasi-experimental designs require methods different from those used for randomized experiments. Shadish et al. [42] claim that the most frequently used quasi-experimental designs typically lead to causal conclusions that are ambiguous, and empirical results from research in medical science and psychology indicate that randomized experiments and quasi-experiments provide different results [6, 7, 16, 41]. The purpose of this article is to report the state of practice in SE on these matters. This is done by a systematic review of the 113 experiments reported in the decade from 1993–2002 in 12 leading journals and conference proceedings in SE. This review is a separately performed part of a review program that assesses the state of practice of experimentation in empirical SE and it uses the same article base as previously published reviews in this program: the topics investigated in SE experiments and information reported about the experiments [47], the level of statistical power in the experiments [11], the reporting of effect size [22], and the use of explanatory theory in the experiments [14]. In the present review, we investigate the extent of quasi-experimentation in SE, the types of quasi-experiments that are performed, how the quasi-experiments are designed and analyzed, how threats to validity are reported, and whether different results are reported for quasi-experiments and randomized experiments.

The remainder of this article is organized as follows. Section 2 presents the concepts used in this investigation. Section 3 describes the research method applied. Section 4 reports the results of this review. Section 5 discusses the findings and limitations of this review. Section 6 concludes.

2. Background

In this article, we use the vocabulary of experiments defined by Shadish et al. [42]. Table 1. Quasi-experiments are similar to randomized experiments, apart from the fact that they lack a random assignment of study units to experimental groups (randomization). In a between-subject design, there is exactly one experimental unit...
tal group for each treatment condition, and the assignment procedure then assigns each subject to exactly one treatment. In a within-subject design, the experimental units are exposed to multiple treatments, possibly in different orders, and in this case, the assignment procedure assigns each subject to one of these multiple treatment sequences. We use the following operational definition of a controlled experiment defined by Sjøberg et al. [47]:

A controlled experiment in software engineering is a randomized or quasi-experiment, in which individuals or teams (the study units) conduct one or more software engineering tasks for the sake of comparing different populations, processes, methods, techniques, languages or tools (the treatments).

For simplicity, whenever we use the term “experiment” in the following, we use it in the above-mentioned sense of “controlled experiment”: Moreover, the notion to apply a treatment will be used, even if the participant’s level of SE skill also can constitute a treatment.

2.1. Methods of randomization

Several types of method for random assignment are described by Shadish et al. [42]. The two types most relevant for this study are simple random assignment (also called complete randomization) and random assignments from blocks (matches) or strata, which represent a restriction on the randomization.

In simple randomization, the participants are divided into each experimental group by a random procedure, that is; the probability of being assigned to a given group is the same for all the participants. Simple randomization does not guarantee equal experimental groups in a single experiment, but because differences are only created by chance, the various participant characteristics will be divided equally among the treatment conditions in the long run, over several experiments. In order to avoid large differences occurring by chance in a single experiment, blocking or stratifying can be used, in which study units with similar scores on the variables of interest are divided into blocks or strata and then assigned randomly to experimental groups from each block or stratum. When blocking, the participants are divided into pairs when there are two treatment conditions, into groups of three if there are three conditions, etc. Then, the study units in the pairs or groups are divided randomly to the different treatments. When stratifying, the participants are divided into strata that are larger than the number of treatment conditions, for example, one may place the 10 persons with the greatest number of years of programming experience in one stratum, and the 10 persons with the fewest number of years experience in another stratum. Then the study units in each stratum are divided randomly to treatments in such a way that equally many from each stratum are assigned to the different treatments. The use of blocks and strata in statistical analysis is described in most statistical textbooks. Determining the optimum number of blocks for a given research setting is discussed by Feldt [12] and Myers [33].

Randomization methods span from flipping a coin to using a random number computer generator. The latter procedure is recommended in guidelines for statistical methods in psychology [52], because it enables the supply of a random number seed or a starting number that other researchers can use to check the methods later.

2.2. Selection bias, the problem with quasi-experimentation

Selection bias is a threat to internal validity. It is defined by Shadish et al. [42] to be “systematic differences over conditions in respondent characteristics that could also cause the observed effect". When a selection is biased, treatment effects are confounded with differences in the study population. Selection bias is presumed to be pervasive in quasi-experiments. Hence, the assignment procedures used in quasi-experiments may lead to pre-experimental differences that in turn may constitute alternative causes for the observed effect. There may also be interactions between selection bias and other threats to internal validity. For example, the participants in one quasi-experimental group might drop out from the experiment (attrition) more often than participants from another experimental group, not because of the treatment, but because they have characteristics that participants in the other group do not have.

Different types of nonrandom assignment procedures might induce different types of causes for selection bias. For example, when projects are compared within a company, there is a chance that participants within projects are more alike than between projects, e.g., in terms of some types of skills that influence the performance in the experiment. Moreover, if the participants select experimental groups themselves, people with similar backgrounds might select the same group. Such differences between experimental groups might cause other differences of importance for the experimental outcome as well.

When the nonrandom assignment procedure has no known bias, it is called haphazard assignment. This might be a good approximation to randomization if, for example, participants are assigned to experimental groups from a sorted list on an alternating basis. However, when haphazard assignment is possible, randomization is often possible as well.

2.3. Design of quasi-experiments

Experimental designs are built from design elements, which can be categorized into four types: assignment methods, measurements, comparison groups, and scheduling of treatments. Corrin et al. [9] and Shadish et al. [42] show how quasi-experimental designs can be strengthened by adding thoughtfully chosen design elements in order to reduce the number and plausibility of internal validity threats. Among these, only two elements were observed used in the reviewed experiments: pretest scores and within-subject designs. We will here describe these two types and to further exemplify how to use design elements to improve quasi-experiments, we will also describe the use of nonequivalent dependent variables and several experimental groups (see Table 2).

A pretest measure is either taken from a real pretest, i.e., from a task identical to the experimental task, but without any treatment, or it is a measure that is assumed to be correlated with the dependent variable, for example, a similar task (calibration task or training task) [3], exam score, or years of experience. The two latter examples are indicators of the performance of human subjects, which include skill, abilities, knowledge, experience, etc. A challenge is to define which of these characteristics are most relevant in the given experimental setting and to find good

Table 1
Vocabulary of experiments, from [42]

<table>
<thead>
<tr>
<th>Experiment:</th>
<th>A study in which an intervention is deliberately introduced to observe its effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized experiment:</td>
<td>An experiment in which units are assigned to receive the treatment or an alternative condition by a random process, such as the toss of a coin or a table of random numbers</td>
</tr>
<tr>
<td>Quasi-experiment:</td>
<td>An experiment in which units are not assigned to conditions randomly</td>
</tr>
</tbody>
</table>

[Corresponding references and data have been integrated into the text for clarity and completeness.]
There is a difference in learning effects between the treatments. In effects, but inferential problems still arise if there is a nonnegligible groups of participants. The crossover design caters for period ef-

Sign is the crossover design (also called counter-balanced design), in a within-subject design if all the participants apply all the treat-

The possibility that the effect of applying a treatment in one per-

Experimental group differences, because each subject or team serves as its own control. A challenge with within-subject designs is the problem that the effect of applying a treatment in one per-

Several experimental groups for some or each treatment condition in order to allow comparison of effect of different types of groups Within-subject design for enabling each subject to be its own control

- Relabelling means that the researcher rephrases the research question or hypothesis of the treatment effect to include the joint effect from treatment and the effect of the selection differences among the groups. The relabelling method can always be applied, but is probably the least desirable method to use because the hypothesis of joint effect is often not as interesting to investigate as the treatment effect alone. An example is a quasi-experiment that aims at comparing software engineering method A and B, and which includes students from two classes that are being taught the respective methods. The comparison of the methods will be influenced by the background of the stu-

- Substitution implies that the comparison is substituted by another comparison or by a pair of other comparisons to control for possible threats. For example, instead of making one compar-

- Elaboration can be described as the “opposite” of substitution. The researcher retains the original comparison for which the selection threat is difficult to rule out, a pair of comparisons is made, in which one is constructed in such a way that the threat is expected to have a positive effect, and the other one in such a way that the threat is expected to have a negative effect. If the results of both comparisons are in the same direction, then the researcher can conclude that the threat has been taken into account. Another example: if the intended use of a quasi-experiment appears to lead to a too large selection bias to be justifiable, a randomized experiment should be chosen instead, even if this would be more difficult to implement.

Elaboration can be described as the “opposite” of substitution. The researcher retains the original comparison for which the selection threats are difficult to rule out and adds other compar-

Techniques for handling threats to selection bias

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest scores for controlling for pre-experimental differences between experimental groups</td>
<td>Results from pre-treatment tasks or measures of indicators of subject performance, such as exam scores or years of experience</td>
</tr>
<tr>
<td>A nonequivalent dependent variable for falsifying the hypothesis of alternative explanations for observed effect or lack of effect</td>
<td>Time used to perform a task if the technology used can be assumed not to influence performance time</td>
</tr>
<tr>
<td>Several experimental groups for some or each treatment condition in order to allow comparison of effect of different types of groups</td>
<td>Each treatment condition is applied in two companies</td>
</tr>
<tr>
<td>Within-subject design for enabling each subject to be its own control</td>
<td>Cross-over design: two programming languages are compared and half the participants apply first one language and then the other. The order of language is reversed in the other group</td>
</tr>
</tbody>
</table>

Operationalizations of those indicators. Pretest scores are used when analyzing the final results to check, or adjust for, pre-experi-

mental differences between the experimental groups. In haphaz-

ard assignment, a pretest score can also be used in the assign-

ment procedure (similar to blocked or stratified randomization) to prevent initial differences between the experimental groups.

The nonequivalent dependent variable is an additional dependent variable that is expected not to be influenced by the treatments and is used to falsify the hypothesis of alternative explanations for treatment effects or lack of effect. For example, when the out-

come is measured in terms of answers to a questionnaire, the non-

equivalent dependent variables are questions, the answers to which are assumed not to be influenced by the treatment, but are related to the participants’ performance. If the answers from the outcome differ among the experimental groups, whereas the answers from the nonequivalent dependent variables do not differ among the groups, the belief that there are no other explanations for the results than the effect of the treatment is strengthened. If both the outcome and the nonequivalent variables differ among the experimental groups, there is an indication that treatment effects might be confounded with group effect. See [45] for an exam-

ple of use of this kind of nonequivalent dependent variable.

Applying several experimental groups allows control of how the quasi-experimental groups influence the results. If the same result is observed for several experimental groups using the same treat-

ment, it confirms the belief that the result is due to treatment and not group characteristics. This is a kind of replication within the single experiment.

The within-subject design is a method for compensating for initial experimental group differences, because each subject or team serves as its own control. A challenge with within-subject designs is the possibility that the effect of applying a treatment in one period might influence the use of another treatment in the following period. Such a period effect is confounded with treatment effect in a within-subject design if all the participants apply all the treat-

ments in the same order. However, a common within-subject design is the crossover design (also called counter-balanced design), where different sequences of treatments are applied for different groups of participants. The crossover design caters for period effects, but inferential problems still arise if there is a nonnegligible interaction between period and treatment. For example, when there is a difference in learning effects between the treatments. In fact, the most basic 2 × 2 crossover design is particularly vulnerable to this inferential problem, because it does not allow a proper esti-

mation of the presence of the period-by-treatment interaction ef-

fect [20]. Kitchenham et al. [25] demonstrate the hazards in using a crossover design in cases where there is a period by treatment interaction. They recommend using crossover designs only if the researchers are sure, before undertaking the experiment, that there is no period by treatment interaction or that the period by treat-

ment interaction is smaller than the treatment effect.

Strategies for ruling out threats to selection bias are also pre-

sented by Reichardt [37]. These strategies mainly involve hypo-

thesis formulations and constructions of comparison groups and are called relabelling, substitution, and elaboration:

- Relabelling means that the researcher rephrases the research question or hypothesis of the treatment effect to include the joint effect from treatment and the effect of the selection differences among the groups. The relabelling method can always be applied, but is probably the least desirable method to use because the hypothesis of joint effect is often not as interesting to investigate as the treatment effect alone. An example is a quasi-experiment that aims at comparing software engineering method A and B, and which includes students from two classes that are being taught the respective methods. The comparison of the methods will be influenced by the background of the stu-

dents and the quality of the teaching. The original research ques-

tion can be rephrased to include these additional effects: What is the joint effect of the method, students’ curricula profile and quality of teaching?

- Substitution implies that the comparison is substituted by another comparison or by a pair of other comparisons to control for possible threats. For example, instead of making one compar-

ison in which the selection threat is difficult to rule out, a pair of comparisons is made, in which one is constructed in such a way that the threat is expected to have a positive effect, and the other one in such a way that the threat is expected to have a negative effect. If the results of both comparisons are in the same direction, then the researcher can conclude that the threat has been taken into account. Another example: if the intended use of a quasi-experiment appears to lead to a too large selection bias to be justifiable, a randomized experiment should be chosen instead, even if this would be more difficult to implement.

- Elaboration can be described as the “opposite” of substitution. The researcher retains the original comparison for which the selection threats are difficult to rule out and adds other compar-

isons, for example, by measuring a nonequivalent dependent variable or using several comparison groups, as described in Table 2. The additional comparisons allow the researcher to disentangle the relative contributions of the treatment and of the threat to validity as explanations for the results in the original comparison. Elaborations can take several forms. One is to show that the size of the selection effect is zero. For example, if a threat to the validity of a comparison of two methods is a potential difference in a particular type of skill in the two experimental groups, a comparison between the experimental groups that tests this particular skill is constructed. If this comparison shows no difference, then the threat is ruled out.

2.4. Analysis of quasi-experiments

Cook and Campbell [8] give the following general advice when analysing quasi-experiments: (1) plan the design carefully, so as to have available as much information that is required for the analysis as possible, (2) use multiple and open-minded analyses, and (3)
use an explicit appraisal of the validity of the findings and the plausibility of alternative explanations.

An open-minded analysis means to be prepared to not necessarily use standard procedures for analysis. An example is an investigation of two methods for software cost estimation accuracy [13]. Nineteen projects were used and each project self selected which estimation method to apply. The researchers observed that project characteristics (based on pretests scores) seemed to overrule the effect of the estimation method. Hence, they analysed the projects within blocks of similar projects. Note that researchers need to be careful about performing post hoc analysis in order to identify subsets of the data for further analyses, because this can degenerate into fishing for results. The possible threats to selection bias should, as far as possible, be identified before the data gathering begins and lead to planned strategies for dealing with the threats.

A pretest score may be applied in the analysis of continuous outcomes either (i) in an analysis of pretest–posttest differences (gain-score), (ii) by creating blocks or strata (retrospectively) within in each experimental group on the basis of the pretest scores and including the blocking variable in the analysis (ANOVA with blocking or stratifying), or (iii) by applying the pretest as a covariate in the analysis (ANCOVA) [8]. These methods are described and compared by Cook and Campbell [8]. Among other things, a convincing illustration of how the use of a simple ANOVA yields an incorrect inference compared with using ANCOVA when the experimental groups differ at pretest. An example of the use of ANCOVA is reported by Arisholm et al. [3]. In that study, a calibration task was used to measure pretest scores (applied as a covariate in an ANCOVA), which affected the overall conclusion. Further improvement to an ANCOVA by making a reliability adjustment is suggested by Trochim [50].

Scepticism regarding the use of traditional statistical methods, such as ANCOVA, to adjust for selection bias in experimentation of the effect of social intervention is discussed by Lipsy and Cordray [29]. The principal problem is the sensitivity of the results to the violation of model assumptions for such methods, especially the requirement that all relevant variables be specified. Lipsy and Cordray recommend qualitative methods as part of experimental evaluations, as well as incorporating additional variables into experimental and quasi-experimental designs. They state that such variables can be fully integrated into analyses of change by applying new statistical techniques (see [29] for details).

The use of Bayesian statistics is suggested by Novich [34]. He argues that statistical analyses involve much more than textbook tests of hypotheses and suggests applying Bayesian statistics because this method allows background information to be incorporated into the analysis. However, according to Rubin [39], sensitivity to inference of the assignment mechanism in nonrandomized studies is the dominant issue, and this cannot be avoided simply by changing the modes of inference to Bayesian methods.

3. Research method

This section describes how the experiments and tests reviewed in this article were identified and how the data was gathered.

3.1. Identification of experiments

The 103 papers on experiments (of a total of 5453 papers), identified by Sjøberg et al. [47], are assessed in this review. Table 3 shows the actual journals and conference proceedings, which were chosen because they were considered to be representative of empirical SE research. The 103 articles reported 113 experiments. The process for selecting articles was determined from predefined criteria, as suggested by Kitchenham [23]; see [47] for details. The list of articles is presented in [21].

![Table 3](image-url)

**Table 3** Distribution of articles describing controlled experiments in the period January 1993–December 2002

<table>
<thead>
<tr>
<th>Journal/Conference proceeding</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of Systems and Software (JSS)</td>
<td>24</td>
<td>23.3</td>
</tr>
<tr>
<td>Empirical Software Engineering (EMSE)</td>
<td>22</td>
<td>21.4</td>
</tr>
<tr>
<td>IEEE Transactions on Software Engineering (TSE)</td>
<td>17</td>
<td>16.5</td>
</tr>
<tr>
<td>International Conference on Software Engineering (ICSE)</td>
<td>12</td>
<td>11.7</td>
</tr>
<tr>
<td>IEEE International Symposium on Software Metrics (METRICS)</td>
<td>10</td>
<td>9.7</td>
</tr>
<tr>
<td>Information and Software Technology (IST)</td>
<td>8</td>
<td>7.8</td>
</tr>
<tr>
<td>IEEE Software</td>
<td>4</td>
<td>3.9</td>
</tr>
<tr>
<td>IEEE International Symposium on Empirical Software Engineering (IIEEE)</td>
<td>3</td>
<td>2.9</td>
</tr>
<tr>
<td>Software Maintenance and Evolution (SME)</td>
<td>2</td>
<td>1.9</td>
</tr>
<tr>
<td>ACM Transactions on Software Engineering (TOSEM)</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Software: Practice and Experience (SPB E)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IEEE Computer</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>103</td>
<td>100</td>
</tr>
</tbody>
</table>

3.2. Information extracted

Each of the 113 experiments was categorized as randomized experiment, quasi-experiment or unknown with respect to the assignment procedure. Since one experiment could comprise several tests for which some were exposed to randomization and some were not, we based our categorization on the primary tests when these could be identified. In total, 429 primary tests were identified in 92 experiments in a multi-review process; see [11] for details. We defined the primary tests to be what the experiments were designed to evaluate, as indicated in the descriptions of the hypotheses or research questions. If no hypothesis or research question was stated, we classified as primary those tests that were described to address the main incentive of the investigation. Secondary tests comprised all other tests.

The assignment procedure was not always described clearly in the articles. An experiment was categorized as randomized if it was stated explicitly that randomization was used for all the primary tests. An experiment was categorized as a quasi-experiment when a nonrandom procedure was reported explicitly for at least one primary test and when the experimental design or the experimental conduct was such that randomization was obviously impossible for at least one primary test. In other cases, the experiment was categorized as unknown. An e-mail request was sent to the authors of the 27 experiments with an unknown assignment procedure. Answers were received for 20 experiments, for which eight apparently employed randomization and are categorized as such in this review.

In 14 of the experiments, no statistical testing was performed. In seven experiments, it was impossible to track which result answered which hypothesis or research question. For these experiments, no primary tests were identified and hence, the assignment procedure was determined from the description of assignment to the experimental groups. When teams were used as the study unit, we regarded the assignment procedure to be the assignment of teams to experimental groups. We regarded the forming of the teams as being part of the sampling procedure.

In addition to the categorization of each experiment as randomized experiment, quasi-experiment or unknown with respect to the assignment procedure, the following attributes were registered per experiment:

- study unit
- assignment method for randomized experiments and assignment procedure for quasi-experiments
4. Results

This section presents the extent of randomization observed in the reviewed experiments and how the quasi-experiments were designed and analyzed compared with randomized experiments.

4.1. Extent of quasi-experiments

Of the 113 surveyed SE experiments, 40 (35%) were quasi-experiments (Table 4), although the term “quasi-experiment” was used for only four experiments. There were 66 (58%) randomized experiments. For seven experiments, randomization or nonrandomization was neither explicitly stated nor obvious from the experimental design and clarifications were not obtained from correspondence by email. Examples of phrases from these seven articles are: “subjects were divided into two groups” and “subjects were assigned to groups A and B so that both had subjects of equal ability”. For seven experiments, randomization was performed for some of the tests or to some of the experimental groups, but not completely. We categorized these as quasi-experiments. Only three experiments described the randomization method applied: drawing a letter from a hat, drawing a number from a hat, and drawing lots.

4.2. Design of quasi-experiments

The only techniques for handling threats to selection bias that we observed in the review experiments were the use of pre-test scores and within-subject designs. In this section, we present the design of quasi-experiments in terms of the extent of use of pretest scores, which assignment procedures that were used (including the extent of within-subject designs), the extent of field experiments, and the use of teams as the study unit.

4.2.1. The use of pretest scores

Only 45% of the quasi-experiments applied a pretest measure (Table 4). This was slightly more than for the randomized experiments. The majority of the pretest measures were applied in the assignment procedure (in 13 of 18 quasi-experiments and in 18 of 26 randomized experiments (blocked or stratified randomization)). The pretest scores were mainly skill indicators, such as exam scores, years of experience, or number of lines of code written. However, for three experiments, a pre-treatment task was performed and a real pretest score measured. Two of these experiments collected data through a questionnaire that was completed by the participants both before and after the treatment was applied. For one experiment, which investigated the effect of using design patterns, SE maintenance tasks were performed both before and after the participants attended a course in design patterns.

4.2.2. The assignment procedures

We found four main types of nonrandom assignment procedures. The number and characteristics of these types are shown in Table 5.

1. Assignment to nonequivalent experimental groups. There were four types of nonequivalent group designs:
   (a) Five experiments were designed to investigate the effect of indicators of subject performance, such as experience and skill. The experimental groups were formed to be unequal regarding these indicators. The groups were also nonequivalent with respect to other types of experience or skill, due to the nonrandom assignment procedure. Subjects were assigned on the basis of either questionnaire results or the sampling of subjects from different populations.
   (b) For one of the experiments, subjects were assigned to experimental groups by including subjects with specific knowledge of the technology (treatment) used.
   (c) Three experiments included subjects from different classes, projects, or universities.
   (d) Six experiments assigned participants to experimental groups on the basis of their availability.

2. Haphazard assignment. Four experiments applied a pretest-based formula or procedure in the assignment, which was not formally random but seemed to be a good approximation; for example, assignment on an alternating basis from a ranked list of examination scores. For eight experiments, a more judgmental approach was used to assign participants to experimental

---

**Table 4**

The extent of randomization and use of pre-test scores

<table>
<thead>
<tr>
<th>Type of experiment</th>
<th>Total number of experiments</th>
<th>Use of pretest scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>In assignment</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Quasi-experiments</td>
<td>40</td>
<td>35.4</td>
</tr>
<tr>
<td>Randomized experiments</td>
<td>66</td>
<td>58.4</td>
</tr>
<tr>
<td>Unknown</td>
<td>7</td>
<td>6.2</td>
</tr>
<tr>
<td>Total</td>
<td>113</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^a\) Percentage of the total number of experiments for that particular type of experiment.

\(^b\) In addition to the twelve experiments using a pretest based assignment, one experiment, categorized as some randomization, used blocked randomization.
Within-subject designs

3 * 3 crossover design. The randomized experiments with compared two treatments. One of the quasi-experiments had a within-subject design bias when applying a nonrandom assignment procedure. Still, the extent of within-subject designs was smaller for the quasi-experiments than for the randomized ones (35% versus 51%). Four quasi-experiments used a mix of between- and within-subject design for the primary variables. Among the crossover experiments, all the randomized experiments and all, but one, quasi-experiment compared two treatments. One of the quasi-experiments had a 3 * 3 crossover design. The randomized experiments with other within-subject designs compared more than two treatment conditions and scheduled the treatments in such a way that not all possible sequences were applied. An example of such a design is a (3 treatment * 2 period) within-subject design, where one group of participants used the same treatment in both periods, and the two other groups of participants switched treatments in the second period. Note that the analysis of such nonstandard designs is not straightforward. Hence, such designs have validity challenges that are not solved by randomization.

4.2.3. The field experiments

The percentage of experiments applying professionals as the study unit was roughly equal for quasi-experiments and randomized experiments (20% versus 18%; see Table 6). Commercial applications were used in 13% of the experiments, more in randomized experiments. However, the professionals worked with commercial applications in five of the quasi-experiments (13%) and in four of the randomized experiments (6%). Hence, on the basis of type of study unit and application, a greater industrial focus was seen for quasi-experiments than for randomized experiments. In addition, the quasi-experiments had slightly larger sample sizes than the randomized experiments; see Table 6.

4.2.4. The use of teams

SE tasks are often performed in teams, and the team was the study unit in 26% of the experiments, more often in quasi-experiments (40%) than in randomized experiments (17%); see Table 6.
For eight of the 16 quasi-experiments with teams, the teams were reported as having been formed as follows: by random assignment (4), by random assignment within experimental groups (1), by the participants themselves (2), or on the basis of the researcher’s judgment for creating equal teams based on the participants’ C++ marks (1). For eight of the 16 cases, the method was not reported. In all the eleven randomized experiments with teams, the teams were formed by assigning individuals by a random process.

A pretest score was used for 36 of the 84 (43%) experiments using individuals and for 11 of the 29 (38%) experiments using teams. For all these experiments, the pretest was a measure of the individual skill level, not of the overall team level.

One experiment reported that cost and time were constraints that hindered the use of teams, even if teams would have been a more realistic study unit than individuals for that particular experiment.

4.3. Analysis of quasi-experiments

Only two of the 40 quasi-experiments (5%) applied a pretest score in the statistical analysis of results in order to adjust for pre-experimental differences in the participants’ characteristics and only three (8%) of the quasi-experiments compared pretest scores in a descriptive analysis, see Table 4. In the randomized experiments, adjusting for pre-experimental differences happening by chance, 3 (5%) experiments applied a pretest score in the statistical analysis and 8 (12%) experiments applied such a score in the descriptive analysis.

The sparse use of pretest scores is one indication that researchers are, in general, unaware of the potential selection bias in quasi-experiments and how the problem can be handled in the analysis of the results. Another indication of this is that internal validity issues were discussed to a lesser extent for quasi-experiments than for randomized experiments (60% versus 70%); see Table 7, i.e., it is addressed less where it is needed more. Moreover, in most cases when internal validity was addressed, no threat was claimed to be present. The presence of at least one threat was reported to an equal extent for quasi- and randomized experiments. Threats to selection bias were reported for only three of the quasi-experiments. There seems to be some confusion regarding the term selection bias, because among the randomized experiments, 11% reported threats to selection bias, probably referring to differences that occurred by chance. In addition, it seems as though some experimenters referred to selection bias when they meant lack of sampling representativeness.

The effect of the assignment procedure is reduced in within-subject designs, because the participants apply several treatment conditions. However, in within-subject designs a potential period effect might confound or interact with treatment. For six of the reviewed quasi-experiments with within-subject design, treatment was completely confounded with period, i.e. the effect of treatment could not be separated from the effect of order of treatment. One of these experiments argued that the interpretation of results had to take this aspect into account. Another experiment argued that there would be no learning effect of importance. Among the eight quasi-experiments that used a crossover design, five of the experiments addressed the issue of the potential period-by-treatment interaction. Two experiments tested and found an interaction effect and three experiments argued that a potential interaction effect could be ignored.

We attempted to measure whether selection bias influenced the results from the quasi-experiments in this review. There was sufficient information for the effect size to be estimated for 284
primary tests in 64 experiments; see [22] for details. None of these experiments adjusted the results by pretest scores to control for selection bias. Overall, the randomized experiments had higher average and median effect sizes than had the quasi-experiments; see Table 8. However, the result was ambiguous across types of design; the quasi-experimental cross-over designs had effect size values in the same range as the randomized experiments.

5. Discussion

5.1. Extent of quasi-experimentation

Compared with the extent of quasi-experiments observed in other research areas (range 10–81%), SE places itself in the middle (35%), see Table 9. Fewer quasi-experiments than randomized ones are conducted in research on medical science and psychology, whereas in experimental criminology, more quasi-experiments than randomized ones are conducted.2

Guidelines and textbooks on research in medical science and psychology typically favour randomized experiments for cause–effect investigations, because of their potential to control for bias [2,19,36,52]. This might explain the relatively large extent of randomization in these areas of research. In addition, especially in medical research, randomization is made possible by patients easily enrolling themselves to randomization procedures at hospitals, health care centres and medical doctors.

In contrast, sparse use of randomized experiments is reported in criminology. Many kinds of intervention pertaining to criminal justice do not lend themselves readily to randomized designs [27], because practical, ethical, financial and scientific factors play a role

---

2 For simplicity, we use the terms “quasi-experiments” and “randomized experiments” even if these terms are not always used in other research areas for comparative studies (trials) that use nonrandom and random assignment procedures.
Hence, it seems that experiments in criminology have mostly been performed in field settings, where randomization is not feasible.

In SE, even if 35% of the experiments were quasi-experiments, only 13% (five) of them were field experiments in the sense that the subjects were professionals working with commercial systems. So, most of the quasi-experimentation in SE consists of research other than field experiments, even though the running of field experiments is regarded as the main incentive for running quasi-experiments other than field experiments, even though the running of field experiments is regarded as the main incentive for running quasi-experiments in SE [24,26]. The sparse use of field experiments may be explained by practical constraints, such as costs for the industry, and methodological challenges, such as the level of experimental control that can be achieved in a practical setting [26]. Whereas these constraints seem to lead to a large amount of quasi-experiments being conducted in criminology, the same constraints seem to lead SE researchers to use students as subjects and run randomized experiments rather than quasi-experiments.

In addition to its use in field experiments, we observed the use of quasi-experimental design in the following: investigations of how subject-performance indicators influence the results; comparisons of students from different classes, years, universities, or with treatment-specific knowledge; investigations that make assignments on the basis of the participant’s availability; investigations of both teams and individuals for which randomization for both are difficult; within-subject designs for which all participants apply all treatments once and in the same order; and quasi-experiments using haphazard assignment. Except for haphazard assignment, these quasi-experiments represent settings for which randomization is not feasible, but where participants are available and the investigation of cause-effect relationships is possible through a quasi-experimental design. For experiments that use haphazard assignment, blocked or stratified randomization would probably have been possible instead. The use of blocked or stratified randomization for these experiments would have reduced the extent of quasi-experiments from 39% to 23%.

5.2. Results from quasi-experiments compared with randomized experiments

We found that, on average, effect sizes were larger for the randomized experiments than for the quasi-experiments. This might indicate that selection bias in the quasi-experiments influenced the results. There is probably no single explanation for the observed direction of difference. Selection bias in one nonrandomized comparison might be offset by an opposite bias in another such comparison. Hence, it might act more as a random error than a systematic bias that is due to a cause. This will reduce the confidence in the findings, but effect sizes will be consistently neither over nor underestimated [53]. Moreover, other types of biases might have influenced the results, for example, the potential period effects or the period-by-treatment interaction effects in the within-subject designs. Also, the nonstandard, within-subject designs observed among the randomized experiments might have resulted in biases that influenced the results for this group of experiments. The small number of quasi-experiments in our review also gives us reason to view with caution the observed differences in effect sizes from randomized experiments and quasi-experiments. Nevertheless, we should take note of the results, because the hypothesis that selection bias might influence the results from quasi-experiments has a theoretical foundation and is also empirically supported in other research fields. Meta-analyses in psychology, medical research, cognitive behavioural research and criminology found treatment differences partly in favour of randomized experiments [43,48,54], partly in favour of quasi-experiments [6,7,32,51], and some found no difference [28,35]. In these investigations, the observed differences were all explained by the potential bias in the quasi-experiments.

The theory of quasi-experimentation suggests how to control for selection bias. Researchers have attempted to assess these suggested precautions empirically. Researchers in psychology have found that by avoiding self-selection of experimental groups as the assignment method and/or adjusting for pre-experimental differences, selection bias could be eliminated completely [1], or at least to some extent [16,17,30,41] by using a pretest score. We did not have sufficient data to evaluate properly any techniques for handling selection bias. Our aim with presenting the comparison in results between the randomized experiments and the quasi-experiments was to illustrate that biases might influence the results. Further investigations are required to find out how and when, in general, these biases occur. However, this review shows that biases can be reduced in ESE experiments by using the current knowledge.

5.3. Indicators of subject performance

Pretest scores are useful for controlling and adjusting for undesirable pre-experimental differences between experimental groups. Among the 49 experiments that measured a pretest score, subject-performance indicators (measured as exam score, years of experience, and number of lines of code written) were used in all but three experiments. This shows that subject-performance indicators are much more commonly used as pretest scores than measures from real pretest tasks.

Nevertheless, over half of the quasi-experiments did not apply a pretest score to control for selection bias. We believe that even if this is partly due to lack of awareness of its importance, it is also partly due to the fact that a relevant subject-performance indicator score is often difficult to measure. Hence, we conclude that the SE community needs to conduct more research on how to measure different concepts such as skill, ability, knowledge, experience, motivation, etc. and how these concepts interact with different types of technologies [46]. In our review, all the investigations of subject-performance indicators were quasi-experimental. We believe that including participants with certain skills in a quasi-experiment is often more relevant than teaching some kind of knowledge as part of a randomized experiment.

5.4. Quality of reporting

There was incomplete reporting of several of the variables that were investigated in this review: type and rationale for assignment procedure, randomization method, threats to internal validity, and information used for effect size estimation. In our experience, this makes it difficult both to understand and evaluate experiments and to conduct systematic reviews and meta-analyses. For 1/4 of the experiments, the assignment procedure was not described in the articles. Only three of the randomized experiments reported the randomization method. Sparse reporting of the method is also found in medical research; in four studies on clinical trials, the randomization method was reported in, respectively, 0.8%, 4%, 19% and 51% [10,18,35,49].

Even though some of the articles in our review provided excellent descriptions of experimental design issues, in general, justification for the choice of assignment method was lacking. Moreover, internal validity was addressed in only 55% of the experiments and there was sufficient descriptive information for effect size to be estimated for only 64 of the 92 experiments that reported significance testing; see [22] for details.

5.5. Ways to improve quasi-experimental designs in SE

We detected four main types of quasi-experiment. We will here suggest how these experimental designs could be strengthened by using the design elements described in Section 2.
5.5.1. Nonequivalent experimental group designs

The main question to ask when the experimental groups are nonequivalent is: which factors could cause these groups to differ before treatment is administered? The answer depends on the assignment procedure. We observed four types of assignment procedures for nonequivalent group designs; see Table 5 (1a–d).

(a) When investigating skill, the experimental groups differ deliberately regarding this skill. In addition, the groups might differ with respect to other relevant types of skills or with respect to other factors that differ between the populations for which the participants are sampled. The ways of controlling this are to (1) use pretest measures, for example examination score from a common course that concern types of skills other than treatment skill, (2) nonequivalent dependent variables that are assumed not to be influenced by the treatment skill, and (3) several comparison groups that differ with regards to other factors that may influence the results. If possible, we will recommend including participants from different populations because this enables a balanced design. The alternative, which we do not recommend, is to divide already included participants into skill groups on the basis of, for example, a questionnaire.

(b) The same recommendations as above apply for quasi-experiments that include subjects with knowledge of the technology under investigation, i.e., participants with different knowledge in the different experimental groups. The experimental groups might differ with respect to skills other than knowledge of the particular technology. This potential difference must be controlled.

(c–d) When the experimental groups are formed from different student classes, projects or universities, and when participants are included in experimental groups distant in time, or based on availability, the potential factors that could cause the groups to differ are to be found in the characteristics of the groups from which the participants are sampled. Do the students from the different courses have the same curriculum history? Do the project participants have the same amount of experience? What is the reason for their availability at certain time points? Mainly pretest measures and nonequivalent dependent variables are used to control for differences between the experimental groups. However, within-subject design and several comparison groups are also useful if the experimental constraints allow it.

5.5.2. Haphazard assignment

Haphazard assignment might be a good approximation to randomization, especially when the assignment procedure is formula based, which is the case for two of the reviewed experiments. However, little is known about the consequences of haphazard assignment, whereas the statistical consequences of randomization procedures have been well researched [42]. In addition, haphazard assignment that is based on the researcher's subjective judgment, which was seen in eight of the experiments, is difficult to report and recheck. The haphazard assignment procedures observed in the reviewed experiments all used a pretest score in the assignment. In general, we recommend using blocked randomization for such experiments.

5.5.3. Some randomization

For seven of the experiments, the design was partly randomized and partly quasi-experimental. Our recommendation for such experiments is to make this mix of design explicit in the article and control threats to selection bias in the quasi-experimental part of the experiment. Ways of controlling threats to selection bias depend on the actual nonrandom assignment method; see Section 5.5.1.

5.5.4. Within-subject design in which all participants apply the treatments in the same order

When the treatments are applied only once, this is a weak quasi-experimental design, because it does not allow proper control of how learning effects may influence the second technology. Still, it was used in six of the reviewed experiments. One explanation given was that the assumed larger learning effect from one of the technologies prevented a cross-over design and that there were too few participants available to achieve sufficient power in a between-subject design. We recommend avoiding such designs and rather using a between-subject design that is analyzed by confidence intervals and effect size measures, thus avoiding the power problem.

5.6. Limitations of this review

Limitations regarding the selection of articles and tests are described in, respectively, [47] and [11]. An additional threat regarding the set of selected articles is that there is a risk that the findings are obsolete; the articles selected are from 5 to 14 years old.

Another threat to this review is possible inaccuracy in data extraction. The data was extracted by one person (the first author). However, we conducted a dual-reviewer pilot (by the first and third authors) on approximately 30% of the articles in order to stabilize such attributes as study unit, experimental design and the categorization of randomized experiment and quasi-experiments, prior to the full review. Moreover, data for the attributes that were perceived to be potential sources of inaccuracy were also checked by the third author. No disagreements were found.

Effect sizes were not calculated for all the tests, due to the lack of sufficient information reported in the articles. In addition, there were few experiments in each quasi-experimental group. These are limitations to the comparison of effect size values between quasi-experiments and randomized experiments. Another limitation to this comparison is that the experiments differ in respects other than the assignment procedure, for example, methodological quality, topic of investigation, and type of outcome measured.

6. Conclusion

The purpose of this systematic review of the literature was to investigate the extent of randomization and quasi-experimentation in SE, how the quasi-experiments were designed and analyzed, how threats to validity were reported, and whether different results were reported for quasi-experiments and randomized experiments.

One third of all the experiments investigated were quasi-experiments. Of these, four main types were observed: (1) nonequivalent experimental group designs, (2) experiments using haphazard assignments, (3) experiments using some random and some nonrandom methods of assignment, and (4) experiments in which all participants were assigned to the same experimental groups in a within-subject design.

Reports of threats to selection bias were conspicuous by their absence. Pretest scores were measured in nearly half of the quasi-experiments and cross-over designs were used in eight quasi-experiments. Still, for nearly half the quasi-experiments, no effort to handle selection bias was reported. Overall, the randomized experiments had higher average and median effect sizes than had the quasi-experiments. This result is based on few quasi-experiments, but is in line with quasi-experimental theory and findings in other fields of research: quasi-experiments might lead to results other than those of randomized experiments unless they are well designed and analyzed to control for selection bias.

To conclude, there seems to be little awareness of how to design and analyze quasi-experiments in SE to obtain valid inferences, for
example, by carefully controlling for selection bias. Nevertheless, several of the reviewed quasi-experiments were very well performed and reported, and contributed to the recommendations given in this article on how to improve the general conducting of quasi-experiments. We hope that this article will contribute to an increased understanding of when quasi-experiments in SE are useful and an increased awareness of how to design and analyse such experiments.
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