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Abstract

Large-scale enterprise ontologies often suffer from critical fragmentation, where logical
connections between data entities remain unmapped due to siloed development and unreli-
able metadata. This paper presents a scalable, value-based methodology for the automatic
discovery of implicit relationships within industrial big data platforms. To overcome the
limitations of metadata-driven approaches, the proposed solution implements a foreign key
analysis that directly examines data values. We introduce a novel confidence scoring model,
incorporating source saturation, target coverage, and a Primary Key Randomness Score, to
quantify the strength and validity of potential links while mitigating false positives from low-
entropy identifiers. The algorithm was validated against a control group of existing relation-
ships, achieving a recall rate of 72%, and subsequently identified thousands of previously
unmapped connections, significantly enhancing the graph’s connectivity. The methodol-
ogy was further operationalized into a self-service governance application, empowering data
teams to continuously enrich the enterprise data model and strengthen the integrity of the
organizational digital twin.

1 Introduction

In the contemporary aerospace and manufacturing industries, the ability to optimize strate-
gic decision-making through data is a critical competitive advantage. To address this, leading
organizations have increasingly adopted large-scale Enterprise Data Platforms designed to con-
solidate and analyze vast amounts of heterogenous information.

At the heart of these ecosystems are curated data assets (often referred to as “data prod-
ucts”)—certified sources that represent the organization’s most reliable and complete informa-
tion. While the quality of these individual assets is often high, their full value is only realized
when they are integrated into a coherent conceptual framework. This framework is the En-
terprise Ontology (or Knowledge Graph), an operational layer that formally defines business
concepts as “objects” and maps the relationships between them. Ideally, this ontology functions
as a comprehensive digital twin of the organization, providing a unified map for navigating the
complex data landscape.

However, a significant architectural challenge persists in these environments: the ontology
frequently remains incomplete. Many implicit logical connections present in the underlying
data—for example, a shared identifier between an ’Aircraft’ object and a ’Non-Conformity’
report—are not formally declared in the semantic layer. This results in a fragmented data
model where valuable entities appear isolated despite their inherent connections.

This disconnect arises from a gap between the strategic ambition for a unified ontology and
the operational reality of its creation. In large, federated organizations, distinct teams often
onboard new data domains in silos. While they may successfully expose their own datasets,
procedural gaps often prevent them from identifying or implementing relationships with the
wider ecosystem of existing objects.
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The consequences of this “semantic gap” are substantial. It hinders efficient data discovery,
complicates the development of integrated applications, and, critically, limits the potential of
advanced analytics and Artificial Intelligence (AI) systems. Modern AI architectures, particu-
larly those leveraging Large Language Models (LLMs) or Graph Neural Networks rely heavily on
a robustly connected ontology to understand complex scenarios and derive meaningful insights.

This paper addresses this specific gap. We present a methodology designed to systemat-
ically discover the “hidden” relationships between disjointed data assets. By automating the
identification of these links, this approach aims to strengthen the structural integrity of the
enterprise data model, making the digital twin more powerful, reliable, and fit-for-purpose.

2 State of the Art

The core challenge addressed in this paper—systematically discovering unmapped relationships
within a large-scale data platform—sits at the intersection of several well-established fields in
computer science and data management. While the term “ontology” is central to the target
architecture, the problem shares characteristics with Ontology Alignment, Schema Matching,
and Foreign Key Discovery. A review of these areas is crucial to contextualize why a value-based
methodology was favored over purely semantic or AI-driven approaches.

2.1 Traditional Ontology Matching and Alignment

The primary goal of ontology matching is to find correspondences between semantically re-
lated entities belonging to different ontologies, a field comprehensively detailed by Euzenat and
Shvaiko in their seminal book, Ontology Matching [1]. Foundational tools like PROMPT [2]
were designed specifically for this kind of automated merging and alignment. Researchers have
developed a wide array of techniques, which are typically classified into several categories:

• Linguistic matching: these methods analyze textual information like names and descrip-
tions, often employing lexical databases like WordNet [3] to identify synonyms.

• Structural matching: these techniques analyze the graph structure of ontologies, using
algorithms like Similarity Flooding to discover correspondences based on graph topology
[4].

• Instance-based matching: this approach analyzes the actual data instances (the objects)
that populate the ontologies to find evidence of a relationship [1].

However, the vast majority of this research focuses on resolving semantic heterogeneity between
different knowledge bases. The challenge in the current industrial context is distinct: it involves
enriching a single, centrally governed ontology. The problem is not one of semantic translation
between two languages, but of achieving structural completeness within one.

2.2 Modern Approaches and the Role of AI

In recent years, the use of Large Language Models (LLMs) has gained significant traction for
relationship discovery. Experimental studies, such as the 2024 paper by Parciak et al., are now
rigorously evaluating the effectiveness of LLMs for schema matching tasks [8]. These models
excel at capturing deep semantic similarities that simple string comparison would miss.

However, a purely AI-driven approach faces critical limitations in large-scale enterprise en-
vironments. As identified during the exploration phase of this research, LLMs are heavily
dependent on high-quality metadata (column names and descriptions). In legacy industrial
datasets, metadata is often sparse or ambiguous. Furthermore, AI models operate probabilisti-
cally and cannot verify actual data equivalence. This inability to guarantee that two fields can
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be technically joined leads to a high rate of false positives, which is unacceptable for automated
governance.

2.3 Schema Matching and Foreign Key Discovery

The task is more directly addressed by the fields of schema matching and foreign key discovery,
which have their roots in relational database management. In their influential 2001 survey,
Rahm and Bernstein define schema matching as the process of identifying correspondences
between elements of database schemas [5]. This project is a specific instance of Foreign Key
Discovery, a long-standing problem in database engineering.

Industry-standard documentation from leaders like IBM outlines methodologies for “Foreign
key analysis” which involves profiling data and validating candidates by checking for inclusion
dependencies [6]. This practical approach is grounded in the formal definition of an inclusion
dependency found in foundational database literature, such as the work of Garcia-Molina, Ull-
man, and Widom [7]. The “saturation” and “coverage” metrics developed in this project are a
direct, practical implementation of this core database principle.

Therefore, the methodology developed in this project deliberately pivots away from tradi-
tional ontology alignment and purely AI-driven semantic analysis. Instead, it grounds itself in
the robust principles of instance-based schema matching and foreign key discovery [5] [6] [7]. By
focusing on the direct analysis of data values, the project adopts a pragmatic and deterministic
approach that prioritizes finding relationships that are not just conceptually plausible but are
immediately implementable within the technical constraints of the platform.

3 Problem Definition and System Architecture

3.1 The Data Governance Framework

This research was conducted within a large-scale enterprise data platform designed to function
as the “digital twin” of a global industrial organization. The platform serves as a seman-
tic backbone, ingesting raw data from heterogeneous sources and mapping it into a unified,
ontology-based model .

The data architecture follows a strict governance hierarchy designed to transform raw signals
into meaningful business concepts:

• Business Objects: At the conceptual level, the organization defines Business Objects,
which describe core entities (e.g., an ’Aircraft’ or ’Work Order’) independent of any specific
IT system.

• Data Products: These concepts are physically implemented via Data Products. These are
curated, governed, and certified assets that contain the validated datasets necessary to
describe a Business Object.

• Object Types: Finally, to be represented in the interactive user layer, data from Data
Products is exposed as Object Types in the ontology. These Object Types act as the
nodes in the enterprise knowledge graph.

The formal relationship between these core data governance concepts is illustrated in Figure 1.

Figure 1: The main data governance concepts.
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3.2 The Semantic Gap

Despite this structured governance, a significant “semantic gap” exists between the stored data
and its ideal ontological representation. While the system contains hundreds of distinct Object
Types, the logical connections between them are frequently missing. This fragmentation stems
from three primary causes:

1. Denormalization: To optimize query performance, Object Types are often created as flat-
tened, denormalized copies of the underlying datasets. While this simplifies data access,
it obscures the underlying normalized relationships.

2. Organizational Silos: The responsibility for creating Data Products is distributed across
federated domain teams. These teams often lack visibility into Object Types created by
other domains. Consequently, a team creating a new object may not realize that a linkable
entity already exists in the ontology, resulting in unmapped relationships.

3. Metadata Ambiguity: Attribute naming within datasets is notoriously inconsistent (e.g.,
using generic names like id or ref instead of descriptive business keys). This ambiguity
makes it difficult to reliably infer connections based on metadata alone.

3.3 Objectives

To address this fragmentation, this study aimed to design a scalable methodology to systemat-
ically identify these “hidden” relationships between Object Types. The specific objectives were
to:

1. Develop an automated discovery algorithm that analyzes the physical values within datasets
rather than relying on inconsistent metadata.

2. Create a confidence scoring model to quantify the strength of potential links between
Object Types.

3. Validate the findings against a control group of existing relationships to ensure precision
before scaling the analysis to the entire enterprise ontology.

4 Methodology and development

4.1 Exploration of Alternative Approaches

To address the challenge of ontological fragmentation and systematically identify missing rela-
tionships between Object Types, this research evaluated two distinct methodological strategies:
a “Top-Down” approach driven by explicit business knowledge, and a “Bottom-Up” approach
driven by statistical data analysis.

The ultimate methodology adopted in this study is a hybrid model, leveraging the scalability
of the bottom-up approach while using top-down business concepts for validation

4.1.1 Top-Down Approach: Leveraging Explicit Business Knowledge

The initial phase of research investigated a traditional “Top-Down” strategy. This approach re-
lies on leveraging pre-existing, explicit knowledge encoded in documentation, data dictionaries,
and the expertise of domain specialists to identify potential links between Business Objects.

The primary mechanism for this approach involves manually traversing the organization’s
Enterprise Data Catalog. A Data Catalog serves as a centralized repository of metadata, offering
descriptions of datasets, definitions of business terms, and sometimes theoretical models of how
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concepts should relate. By searching for common business identifiers (e.g., “Customer ID,” “Part
reference Number”) within these catalogs, one can hypothesize connections between different
Data Products.

Limitations of the Top-Down Approach While theoretically sound, investigations revealed
significant practical limitations to applying this approach at scale in a large, federated enterprise:

• Scalability and Manual Effort: The process of cross-referencing thousands of potential
attribute pairs across hundreds of Data Products is highly manual and resource-intensive.
It is not feasible for continuous, automated governance.

• Documentation Reliability: Enterprise Data Catalogs are often subject to the same siloing
issues as the data itself. Documentation is frequently outdated, incomplete, or inconsistent
across different business domains. Relying on static documentation to describe a dynamic,
rapidly evolving data ecosystem proved insufficient.

• Metadata vs. Data Reality: A theoretical link described in a catalog does not guarantee
that the actual physical data within two datasets is compatible so that a join can be
performed.

Consequently, while business knowledge remains crucial for final validation, a purely top-
down, documentation-driven approach was determined to be inadequate for large-scale, auto-
mated relationship discovery. This necessitated the development of a data-driven “Bottom-Up”
methodology.

4.1.2 AI-Driven Approach: Semantic Metadata Analysis

In parallel with the top-down strategy, the research explored a computational approach lever-
aging Artificial Intelligence, specifically Large Language Models (LLMs). Given the semantic
nature of the problem, utilizing generative AI to infer connections based on textual metadata
appeared to be a logical path forward .

The proposed methodology involved feeding the schemas of all Object Types (including
attribute names, descriptions, and data types) into an LLM. The model was tasked with identi-
fying semantically similar attributes that could theoretically represent a primary key-foreign key
pair. For instance, the model would attempt to deduce that an attribute named asset identifier
in one object and serial number in another refer to the same real-world entity .

Despite its theoretical appeal, experimental validation revealed that a purely AI-centric
approach was unreliable for automated governance in this specific industrial context. Three
primary failure modes were identified:

• Poor Quality of Input Metadata: LLMs rely on rich, descriptive text to function effectively
(“garbage in, garbage out”). In the target environment, attribute descriptions were fre-
quently missing or populated with generic technical codes (e.g., id, ref, code 1). Without
sufficient semantic context, the model’s ability to hallucinate or miss connections proved
too high a risk.

• Semantic Equivalence vs. Data Equivalence: A fundamental distinction exists between
two attributes meaning the same thing and two attributes being joinable. As illustrated in
Figure 2, an LLM might correctly identify that a flight id and a mission code refer to the
same concept. However, if one is stored as a composite string (e.g., “FLT-2023-998”) and
the other as an integer (998), a direct relationship implementation is impossible without
intermediate transformation pipelines. An AI operating solely on metadata generates
“false positive” actionable links that fail upon implementation .
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Figure 2: AI‘s limitation: semantic match vs. actual data match.

• Computational Inefficiency: A brute-force AI analysis requires a pairwise comparison
of every attribute across the entire ontology. With hundreds of objects and thousands of
attributes, this results in a combinatorial explosion. The computational cost and latency of
millions of LLM inference calls were deemed unjustifiable when compared to deterministic
methods leveraging the platform’s native indexing engine .

It is important to note that while AI was deemed unsuitable as the primary discovery engine
in this low-metadata context, it holds significant potential as an auxiliary layer in a hybrid
architecture. Future work could explore using LLMs as a pre-filtering mechanism to narrow
the search space before executing expensive data scans, or conversely, as a post-validation
step to semantically verify the technical matches found by deterministic algorithms. However,
these hybrid integrations remained outside the scope of this specific project, which prioritized
a deterministic Value-Based Foreign Key Analysis.

4.2 Proposed Methodology: Value-Based Foreign Key Analysis

Following the evaluation of alternative strategies, this research implemented a “Bottom-Up”
Foreign Key Analysis. Unlike metadata-driven approaches, this methodology grounds its dis-
covery process in the most reliable resource available: the actual data values stored within the
Object Types.

This approach offers a deterministic and scalable method for uncovering relationships with
a high degree of confidence. The solution was architected as a fully automated pipeline within
the enterprise’s distributed computing environment, leveraging server-side APIs to efficiently
query the ontology’s underlying index structures.

4.2.1 Architecture of the Identification Engine

The discovery engine is designed for scalability and minimal manual intervention. The archi-
tecture is divided into two primary phases: an automated daily preparation phase and the core
analysis phase.

4.2.1.1 Phase 1: Automated Data Indexing and Sampling

To decouple the heavy data-gathering task from the complex analysis, a preparatory pipeline
runs daily to establish a “Global Key Index.”

1. Cataloging: The system scans the platform to generate a master registry of all active Data
Products and Object Types.

2. Primary Key Sampling: For every identified Object Type, the system programmatically
retrieves a random sample of up to 1,000 primary key (PK) values. This creates a uni-
fied, lightweight reference dataset containing representative keys for every entity in the
enterprise. This sample serves as the “fingerprint” used to probe for connections .
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This ensures the main algorithm can run efficiently without needing to query billions of
records for every execution. The flowchart in Figure 3 describes this process.

Figure 3: Exemplification of the daily data preparation in flowchart form.
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4.2.1.2 Phase 2: Core Relationship Analysis

The analysis pipeline employs a highly parallelized, two-stage process designed to validate po-
tential relationships without incurring the computational cost of full-table scans.

The first stage is responsible for identifying the first candidates for an attribute match.
To do this, instead of a brute-force comparison (O(n2)), the algorithm utilizes the platform’s
Inverted Index. The system takes the sample of primary keys from a potential “Target” object
and executes a batch lookup across all attributes of a “Source” object.

The algorithm adapts the search based on data types. For instance, if the target keys are
strings, the system implicitly attempts to find numerically compatible matches within integer
columns of the source. This robust type-handling significantly increases recall by bridging the
gap between inconsistent data formats. Any attribute in the Source that contains a subset of
the Target’s keys is flagged as a “Candidate Attribute.”

Figure 4: Exemplification of the first stage of the core relationship analysis in flowchart form.

Once a candidate attribute is identified, the second stage begins and the system validates the
relationship volume. To ensure performance at the petabyte scale, the architecture prioritizes
Server-Side Aggregation.

• Primary Path (Exact Calculation): The algorithm instructs the database engine to group
the source attribute and count occurrences, returning only the aggregated metrics. These
keys are then validated against the target’s full primary key index .

• Fallback Path (Adaptive Sampling): For “mega-objects” where high cardinality prevents
full aggregation within timeout limits, the system automatically switches to a statistically
significant sampling method. It retrieves a fixed subset (e.g., 10,000 rows) and extrapolates
the connection metrics, flagging the result as an approximation .

The feasibility of this approach relies on the strategic use of the platform’s indexing ca-
pabilities. In document-oriented data architectures, attributes are often indexed using an In-
verted Index, mapping specific values to the list of documents containing them . By querying
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Figure 5: Exemplification of the second stage of the core relationship analysis in flowchart form.
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this index directly (via “Is In” clauses) rather than performing full table scans, the discovery
algorithm achieves near-constant time complexity for candidate identification. Furthermore,
utilizing server-side aggregations minimizes network overhead by transmitting only summary
statistics rather than raw data. This “compute-at-storage” strategy is what allows the method-
ology to scale to an enterprise ontology containing billions of records .

4.2.2 The Confidence Scoring Model

A binary “yes/no” result is insufficient for decision support. To make the results actionable, a
multi-dimensional scoring model was developed to quantify the strength of each discovery.

4.2.2.1 Core Metrics: Saturation and Coverage

For every validated link, two fundamental database metrics are calculated :

• Source Saturation (%): “Of all objects in the source, what percentage link to a valid
target?” A high saturation implies a mandatory or structural relationship (e.g., a “Foreign
Key” constraint).

• Target Coverage (%): “Of all known target objects, what percentage are referenced by
the source?” This indicates the breadth of the relationship.

(a) Step 1: aggregate candidate values from
source (‘Non-Conformity‘). Total objects = 50.

aircraft id Count

101 18
102 5
999 4
103 12
535 3
104 8

(b) Step 2: validate against target primary keys
(‘Aircraft‘). Total objects = 200.

msn (PK)

101
102
103
104
...

(c) Step 3: calculate metrics from validated links.

Validated Key Count from Source

101 18
102 5
103 12
104 8

• Total source objects with valid link: 18 + 5 + 12 + 8 = 43

• Total distinct target objects referenced: 4

• Source saturation: (43/50)× 100 = 86%

• Target coverage: (4/200)× 100 = 2%

Figure 6: Visual example of the relationship validation and scoring Process.
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4.2.2.2 The Primary Key Randomness Score

A critical innovation of this methodology is the Primary Key (PK) Randomness Score. A major
risk in foreign key discovery is “coincidental matching”—for example, an object using sequential
integers (1, 2, 3...) matching unrelated integer columns in other datasets. To mitigate this, the
system calculates an entropy-based score for every Object Type’s primary key, analyzing:

• Length: longer keys are inherently less likely to be matched by coincidence. The longer a
primary key is, the bigger their randomness score is.

• Character diversity: the score increases if the key contains a mix of character types.

• Entropy: the model penalizes simple or repetitive patterns (e.g., “11111“ or “ABCDE”).

This allows the system to discount matches involving low-entropy keys (like simple indices) and
prioritize matches involving complex, high-entropy identifiers (like UUIDs or VINs), which are
statistically impossible to match by chance .

For an in-depth understanding of the randomness score calculation method, refer to Listing
1 in the Appendices.

4.2.2.3 The Weighted Confidence Score

The final confidence score is a weighted average of these two percentages, calculated as:

Score = (0.75×max(Saturation,Coverage)) + (0.25×min(Saturation,Coverage))

This formula intelligently prioritizes the most common types of business relationships. By
giving more weight to the stronger side of the link (either saturation or coverage), it effectively
highlights one-to-many relationships (e.g., one aircraft having many non-conformities), which
are often the most valuable for creating a connected data model. A simple average would fail
to distinguish between a balanced 50%/50% link and a more significant 90%/10% one-to-many
link. This scoring mechanism ensures that the most structurally important relationships rise to
the top of the results.

Applying this formula to the example shown in Figure 6, we can see its practical benefit. In
that case, the Source Saturation was 86% and the Target Coverage was 2%. A simple average
would yield a score of (0.86+0.02)

2 = 44%. This score is modest and does not fully represent the
strength of the link. However, the weighted formula calculates the score as (0.75∗0.86)+(0.25∗
0.02) = 65%. This score, when viewed alongside the target’s Primary Key Randomness Score,
provides the user with a comprehensive and reliable assessment of the potential relationship.

5 Results and Achievements

The methodology was applied to the full scope of the enterprise ontology, comprising hundreds of
Object Types. The results were analyzed to assess both the algorithmic performance (validation
against ground truth) and the structural insights revealed about the data ecosystem.

5.1 Performance Validation

To quantify the reliability of the discovery engine, the algorithm was first tested against a
control group of 223 relationships that had been previously manually implemented by domain
teams.

• Recall Rate: The algorithm successfully rediscovered 160 (72%) of these known links. This
confirms that the majority of implemented relationships rely on direct value matches that
the tool successfully detects.
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Figure 7: Different reasons for not identification of existing skywise links.

Figure 8: Distribution of the manually calculated confidence scores for the 10 links missed due
to sampling limitations.

• Analysis of Missed Links: An investigation into the 63 missed links revealed clear bound-
aries of the methodology.

– The majority (54%) were “Many-to-Many” relationships, which utilize an intermedi-
ary join table. Since the algorithm was optimized for direct equality checks to ensure
scalability, these indirect links were intentionally out of scope.

– Ten links were missed because they were statistically rare. The fixed 1,000-key sample
taken from a very large target Object Type did not happen to include the specific keys
involved in the relationship. A manual calculation of the confidence scores for these 10
missed links (Figure 8) revealed that 7 of them had scores below 1.1%, meaning they
were statistically insignificant connections. The three high-scoring misses occurred
in a specific scenario: a very small source object where nearly 100% of its records
linked to a massive target. This analysis confirms that while the sampling strategy
can miss links, it primarily affects those of very low significance.

– Other misses were attributed to complex data types (e.g., keys stored inside arrays),
which was left outside of the scope of this project, or the link was manifested but
didn’t actually exist (true negative).
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Figure 9: Distribution of confidence scores across all newly discovered potential relationships.

5.1.1 Large-Scale Discovery and Quality Assessment

Upon executing the analysis across the entire platform, the engine identified a total of 9,203
new potential relationships. To assess the quality of these findings, we analyzed the distribution
of the confidence scores.

The results exhibited a strong bimodal distribution (see Figure 9). Potential links tended
to cluster either in the very low range (0–10%) or the high range (70–80%), suggesting a clear
distinction between random data noise and genuine structural connections .

5.1.2 The Impact of PK Randomness

The integration of the Primary Key Randomness Score proved decisive in filtering false posi-
tives. As illustrated in the heat map in Figure 10, we observed a “Noise Floor” of links with
low confidence and low key randomness (e.g., coincidental matches of integers like 1, 2, 3).
Conversely, the “Gold Standard” quadrant—links with high confidence and high key complex-
ity—contained over 2,600 high-potential candidates. This multi-dimensional filtering allowed
us to isolate ∼380 “golden candidates” for immediate implementation.

5.1.3 Structural Insights: Identification of Data Hubs

Beyond individual links, the aggregate analysis revealed the “center of gravity” of the enterprise
data model. By mapping the targets of the discovered relationships, clear patterns emerged
regarding data dependencies.

• Foundational Domains: The “Design” and “Compliance” domains emerged as the primary
data hubs, accounting for over 87% of all discovered connections.

• Master Data vs. Transactional Data: The analysis highlighted a distinct architectural pat-
tern. Transactional objects (e.g., “Inspection Events,” “Operational Logs”) consistently
referenced a small set of foundational Master Data objects (e.g., “Master Equipment List,”
“Quality Planning Framework”).

This insight provides a data-driven roadmap for governance. It suggests that ensuring the
quality of these few “Master Data” objects yields the highest return on investment, as they
serve as the semantic anchors for thousands of peripheral datasets .
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Figure 10: Heat grid illustrating the relationship between confidence score and Primary Key
Randomness.

6 Conclusion and Future Work

6.1 Summary of Contributions

This research addressed the critical challenge of semantic fragmentation inherent in large-scale,
federated enterprise data platforms. We demonstrated that while top-down governance and
metadata-driven approaches are necessary foundations, they are insufficient for maintaining
ontological completeness at an industrial scale.The primary contribution of this study is a
scalable, “bottom-up” methodology for automated Foreign Key Discovery that pivots away
from unreliable metadata to leverage direct value analysis. By introducing a novel, multi-
dimensional scoring framework—incorporating Source Saturation, Target Coverage, and the
entropy-based Primary Key Randomness Score—we provided a robust mechanism to distinguish
genuine structural links from coincidental data noise.The operational results confirmed the
hypothesis of a significant “semantic gap.” The methodology validated its precision with a
∼72% recall rate against established ground truth and subsequently revealed the extent of the
ontology’s incompleteness by identifying thousands of high-confidence, previously unmapped
relationships. Furthermore, the aggregate analysis successfully identified the organization’s
foundational Master Data hubs, providing a data-driven roadmap for future governance efforts.

6.2 Limitations of the Methodology

Despite its success in uncovering direct relationships, the proposed methodology has inherent
limitations driven by its deterministic design and architectural constraints designed for scala-
bility.

• Dependency on Ingestion Quality: As a bottom-up approach, the algorithm’s effectiveness
is fundamentally bounded by the quality of the physical data. If source systems fail to
preserve referential integrity—for example, through corrupted keys, inconsistent format-
ting, or truncated values during ingestion—the algorithm cannot detect the relationship.
It is a tool for discovery, not data cleansing.

• Scope of Relationship Types: To ensure performance across petabytes of data, the current
implementation was strictly limited to direct, scalar comparisons (e.g., string-to-string,
integer-to-integer). Consequently, complex relationships involving keys nested within ar-
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rays, composite keys requiring concatenation, or indirect many-to-many relationships uti-
lizing intermediary join tables remain outside the current detection capabilities.

6.3 Future Directions

Future research should focus on addressing these limitations and bridging the gap between
deterministic structure and semantic meaning. Two primary avenues are proposed:

1. Hybrid AI Validation: While AI was rejected as a primary discovery engine due to meta-
data quality issues, it holds significant promise as a post-validation layer. A hybrid archi-
tecture could utilize the value-based engine as a high-recall candidate generator, followed
by an LLM-based semantic analysis to verify if the technically valid link makes “business
sense” in the real world.

2. Advanced Indexing for Complex Types: Evolving the indexing strategy to handle com-
plex data structures—such as “exploding” array columns into searchable rows during the
indexing phase—would allow the algorithm to extend its reach to more sophisticated re-
lationship patterns without sacrificing the efficiency of inverted index querying.
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7 Appendices

7.1 Primary Key Randomness Score calculation code

1

2

3 def calculate_set_randomness(primary_keys):

4 """

5 Calculates a single randomness score for a set of primary keys ,

6 prioritizing length and character mixing , normalized to 0-1.

7 """

8

9 if not primary_keys:

10 return 0

11

12 total_score = 0

13 for pk in primary_keys:

14 total_score += calculate_single_key_randomness(pk)

15

16 return total_score / len(primary_keys)

17

18

19 def calculate_single_key_randomness(pk):

20 """

21 Calculates the randomness score for a single primary key.

22 Prioritizes length and the presence of mixed character types.

23 Normalizes the final score to the 0-1 range.

24 """

25

26 pk = str(pk)

27 max_len = 15.0 # Approximate max length

28

29 len_pk = len(str(pk))

30 length_factor = min(1.0, len_pk / max_len)

31

32 char_diversity = character_set_diversity_score(pk)

33 entropy_factor = character_frequency_entropy(pk)

34

35 # Combine factors

36 raw_score = 0.6 * length_factor + 0.4 * (char_diversity + entropy_factor)

37

38 return min(1, raw_score /1.4) # Approximate normalization

39

40

41 def character_set_diversity_score(pk):

42 """

43 Calculates a score based on the diversity of character types.

44 """

45

46 has_digit = any(c.isdigit () for c in pk)

47 has_letter = any(c.isalpha () for c in pk)

48 has_symbol = any(not c.isalnum () for c in pk)

49

50 diversity_count = sum([has_digit , has_letter , has_symbol ])

51 return diversity_count / 3.0

52

53

54 def character_frequency_entropy(pk):

55 """

56 Calculates the entropy of character frequencies , prioritizing mixed types.

57 Penalizes digit -only strings based on length , but less harshly.

58 """
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59 has_digit = any(c.isdigit () for c in pk)

60 has_letter = any(c.isalpha () for c in pk)

61 has_symbol = any(not c.isalnum () for c in pk)

62

63 if has_digit and not has_letter and not has_symbol: # Only digits

64 len_pk = len(str(pk))

65 return max(0.2, 0.8 - len_pk / 15.0) # Less severe length penalty

66 elif has_digit or has_letter or has_symbol:

67 char_counts = Counter(pk)

68 total_chars = len(str(pk))

69 entropy = 0

70 for count in char_counts.values ():

71 p = count / total_chars

72 entropy -= p * math.log2(p)

73

74 # Normalize entropy

75 max_entropy = math.log2(len(set(pk)))

76 if max_entropy > 0:

77 return entropy / max_entropy

78 else:

79 return 0.3 # Base for mixed types

80 else:

81 return 0.3 # Base for only symbols

Listing 1: Python code for calculating the Primary Key Randomness Score.
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