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Resumo

Este projeto tem por objetivo auxiliar os mantenedores dos ares condicionados do
Data Center do Instituto de Computagao (IC) da Universidade Estadual de Campinas a
identificar problemas no funcionamento dos mesmos de forma rapida e visual através de
gréficos e alarmes gerados por um sistema de monitoramento baseado em IoT (Internet
of Things).

A motivagdo para o desenvolvimento deste trabalho veio de uma falha - nio de-
tectada rapidamente por falta de um sistema de notificacao apropriado - ocorrida nos
ares condicionados do IC. Considerando que um defeito nestes aparelhos afetaria a ca-
pacidade de manter a sala resfriada, isto poderia causar danos aos equipamentos do
Data Center com o aquecimento progressivo das maquinas, podendo queimar processa-
dores dos servidores caso nao seja corrigido rapidamente [1], o que acarretaria custos a
universidade para os substituir.

A solugao propoe adicionar sensores de temperatura e umidade, fornecendo auxilio
na detecgao de comportamentos anémalos no resfriamento do ambiente monitorado, de
forma a enviar alarmes via e-mail em caso de medigoes fora de um intervalo previamente
definido. Também é esperado que, com o tempo e uma base de dados de medigoes cada
vez mais completa - adquiridas em situagoes, épocas e climas diferentes - seja possivel
desenvolver projetos capazes de prever falhas no sistema e até mesmo diagnosticar suas
causas.

1 Introducao

Data Centers sao responsaveis por armazenar e lidar com grandes quantidades de da-
dos de forma a serem usados no desenvolvimento de solugoes computacionais para resolver
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problemas do dia a dia. Para isto, existem critérios relacionados a infraestrutura do ambi-
ente em que estao instalados que sao necessarios para garantir o funcionamento em tempo
integral dos aparelhos neles inseridos.

Fatores como alimentacao de energia, refrigeracao adequada com sistema de backup,
sistemas de notificacao e supressao de incéndios e outras adaptagoes de infraestrutura sao
requisitos basicos de um Data Center para garantir que falhas eventuais nao afetem os
servigos que dependem destes dados e servidores [2]. Tratando-se do sistema de refrigeracao,
existem opg¢oes no mercado ja focadas no contexto de ares condicionados, trazendo mais de
um aparelho com um modelo de backup entre eles de modo que exista um reserva e, caso um
ar condicionado pare de funcionar, um dos reservas toma seu lugar de forma automaética
sem necessitar da intervencao de um dos individuos responsaveis pelo funcionamento do
local.

No caso do Instituto de Computacao da Unicamp segue-se um sistema similar, em que
o resfriamento do Data Center possui no total trés ares condicionados. A configuragao de-
termina que duas méaquinas sempre devem estar ativas e a terceira permanece em ‘estado
de espera’ para que sirva como substituta em caso de falha de uma das primeiras. Ainda
que isto ja consiga prover uma boa cobertura de problemas que podem vir a ocorrer no
controle de temperatura da sala, outros erros comuns em ares condicionados ou até mesmo
neste controle de backup podem causar falhas inesperadas que poderiam ser solucionadas
provendo um modo eficaz de monitoramento das condigoes de temperatura e umidade den-
tro do ambiente monitorado, de modo a ajudar os mantenedores a terem uma nocao da
existéncia de um problema recorrente através da andlise de dados exibidos de forma gréfica.

2 Justificativa

Recentemente houve uma falha no funcionamento dos ares condicionados dentro do Data
Center do Instituto de Computacao, em que um deles ficou inativo e o sistema de backup nao
foi acionado, fazendo com que apenas um dos trés aparelhos estivesse funcional. Por falta
de um sistema de notificacao e pelo fato do erro ter acontecido durante um final de semana,
esta falha s6 foi detectada depois de um dia, o que resultou em altas temperaturas dentro
do Data Center e no desligamento automatico de varios servidores. Este fato evidenciou a
necessidade de se ter um sistema mais robusto para detecgao e predigao de falhas deste tipo
no Data Center.

3 Objetivos

Este projeto tem como objetivo o projeto e implementagao de um sistema de baixo
custo para monitoramento e deteccao de falhas do sistema de refrigeracao do Data Center
do Instituto de Computagao da Unicamp. Mais especificamente, espera-se:

— desenvolver um protétipo de dispositivo composto por sensores para coleta de dados de
temperatura, umidade e presenca no Data Center e capaz de enviar os dados coletados
para uma plataforma em nuvem;
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— desenvolver um sistema de notificacao de falhas baseado nos dados coletados no Data
Center;

— desenvolver uma aplicagao web para monitoramento em tempo real dos dados coleta-
dos no Data Center;

4 Desenvolvimento

O primeiro passo do projeto consistiu em discutir e averiguar com os mantenedores do
Data Center os problemas e necessidades em relagdo ao monitoramento dos ares condiciona-
dos. A concluséo foi de que seria interessante encontrar uma forma de, dadas as informacdoes
- como temperatura de certos componentes, umidade total da sala, vibracao e ruido do apa-
relho e afins - aferidas por diferentes sensores dentro de um ambiente refrigerado, prever e
diagnosticar erros no funcionamento dos ares condicionados. Contudo, através do estudo
de trabalhos disponiveis na literatura [3] [4] ficou claro que, embora existam métodos de
deteccao e diagndstico utilizando parametros como a temperatura em vérios pontos de um
equipamento, que apresentam seus resultados dentro de uma margem bastante confidvel, a
complexidade para tais previsoes fugiria ao escopo do projeto pois, além do desenvolvimento
deste ter se dado a distancial, a auséncia de um conjunto de dados referentes as medicoes
dos aparelhos em diferentes estagios de uso - entende-se por ‘estagio de uso’ o funcionamento
do aparelho de ar condicionado ao longo do tempo, quando novo, apds algumas semanas de
uso, momentos antes de ocorrer uma falha, apés manutencao - torna-se fator determinante
para a adaptagao da ideia original.

Para o desenvolvimento do projeto foi idealizada uma arquitetura com a qual fosse
possivel incorporar miultiplos sensores, possibilitando a obtencao de dados através de re-
quisicoes HTTP para uma API - Application Programming Interface - e, em posse destas
informagodes, permitir a exibicao de gréficos e outras informacoes em uma pagina web.

A plataforma em nuvem escolhida para armazenar e tratar os dados foi a Konker [5]
devido ao fato de se tratar de um servigo confiavel e conhecido, visto que ja existem projetos
baseados em Internet das Coisas dentro do contexto da iniciativa Smart Campus [6] na
UNICAMP que a utilizam. Através de seu uso, os dispositivos eletronicos tornam-se aptos
a receber e enviar dados para um servidor, e entao uma aplicacdo web poderd realizar
requisicoes - via REST API - para a plataforma, retornando os dados de forma gréfica -
considerada, do ponto de vista de User Interface e User Experience, mais intuitiva.

4.1 Arquitetura do Sistema

O projeto foi pensado de forma a ser modular, considerando a necessidade de imple-
mentacgao de circuitos diferentes para contextos distintos e a implementacao de uma interface
visual que se comunica com um servico de back-end. Portanto, a arquitetura bésica proje-
tada inicialmente consistia de um conjunto de sensores e microcontroladores, responsaveis
por todas as medidas e envio de dados para um back-end, que deveria entdao prover essas

!Devido a pandemia de COVID-19, néo foi possivel acessar a sala do Data Center na Unicamp
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informagdes para um front-end capaz de exibi-las de maneira clara e intuitiva, auxiliando
no monitoramento. Esta arquitetura é apresentada na Figura 1.

Para realizar o monitoramento de temperatura e umidade optou-se por associar ao mi-
crocontrolador o sensor DHT11 [7], que permite medicao simultanea de ambas as varidveis.
Levando em consideracao o tamanho do ambiente e a existéncia de mais de um ponto de
interesse a ser monitorado, ficou evidente que seriam necessarios multiplos microcontrola-
dores, e, por consequéncia, um codigo capaz de lidar com as diversas medic¢Ges provindas
de diferentes sensores DHT11. Pensando nisso, o cddigo foi estruturado de forma a ser
permedvel a variacao do nimero de dispositivos - aqui entende-se por dispositivos micro-
controladores associados a sensores -, tornando simples o processo de configuragdao. Para
tanto, o método escolhido foi através do uso de “varidveis de ambiente” que, no caso deste
projeto, consistem em constantes definidas em um arquivo env.h e importadas no cédigo do
microcontrolador; desse modo, se for desejado reconfigurar o comportamento do circuito,
estas mudancas serao concentradas, essencialmente, na alteragao do valor destas constantes.
Por exemplo, para adicionar um novo dispositivo capaz de se comunicar com a plataforma
Konker sera necessério alterar, no arquivo env.h, os valores correspondentes as credenciais
do dispositivo para conexao MQTT e em seguida realizar a compilacao do cédigo.

Além do microcontrolador e do sensor DHT11 também foi incorporado um sensor de
presenca PIR - HC-SR501 [8]. De menor relevancia no contexto deste trabalho, e conside-
rado complementar, apenas um sensor foi pensado a ser posicionado préximo a entrada da
sala para indicacao de fluxo de pessoas adentrando o recinto - nota-se aqui que o objetivo
deste sensor nao é trabalhar com um quantitativo de pessoas presentes na sala, mas sim,
indicar se houve, ou nao, movimentagao em um certo momento do dia.

Definido o modo a serem coletadas as medigoes, comegou-se a pensar onde estes dados
seriam salvos para que posteriormente requisicoes de software pudessem acessd-los. A ideia
original pressupunha a criacao de front-end e back-end, no entanto, por motivos que serao
justificados mais detalhadamente na Secdo 4, apenas a implementacao do front-end foi
necessaria para tornar possivel a obtencao dos dados dos sensores a partir de seu local de
armazenamento. Em grande parte essa simplificacao se deve a escolha da arquitetura ao
fazer uso da plataforma Konker para o armazenamento de dados. A Figura 2 ilustra a
arquitetura final.

4.2 Plataforma em nuvem

A escolha de utilizacao da plataforma em nuvem da Konker se deu embasada no fato de
outros projetos no contexto de Smart Campus ja fazerem, ou terem feito, uso deste servigo
para lidar com os dados provindos de dispositivos eletronicos dentro da universidade. A van-
tagem imediata de utilizar esta plataforma estd na diminuicao no esforco de implementacao,
nao sendo necessario projetar a conexao entre dispositivos e um back-end especializado, tao
pouco um banco de dados para armazenar as medigoes. Dessa forma, expande-se a possi-
bilidade de melhor investimento de tempo de desenvolvimento no aprimoramento do modo
como os dados sao apresentados ao usudrio e na estruturacao do cédigo, para tornar simples
a configuragao de novos sensores, assim permitindo que o sistema seja mantido inteiramente
pelos funcionarios do Instituto de Computacao, e facilitando em caso de desejo de expansao
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Figura 1: Arquitetura inicial
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Figura 2: Arquitetura final sem back-end

futura do projeto.

Além de permitir salvar os dados das medigdes dos sensores DHT11 e PIR - HC-SR501,
a Konker possui uma API REST [9] capaz de acessar os dados através de requisigoes HTTP
diretamente a partir do front-end. O servigo também permite o gerenciamento de diversos
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dispositivos IoT, armazenamento de dados, conexao e envio/recebimento de mensagens via
HTTP ou MQTT, entre outras funcionalidades.

4.3 Hardware

Para montagem do sistema fisico foram utilizados kits disponibilizados pelos orienta-
dores. Dentre os componentes disponiveis haviam jumpers, placas, sensores de presenca,
umidade, temperatura, e outros nao utilizados neste projeto.

A construcao dos circuitos foi feita utilizando um microcontrolador NodeMCU ESP8266
[10] - responsével pela comunicagao dos sensores com a internet e, a partir desta, conexao
com o servico da Konker -, sensores DHT11 - para medigcao de temperatura e umidade - e
sensor de presenca PIR - HC-SR501. Além disso, para assegurar uma boa modularidade
dos componentes foram criadas diversas variaveis de ambiente - responsaveis pelo armazena-
mento de valores como login e senha da internet, informagoes de conexao do dispositivo com
a Konker, valores usados para definir limites do alarme e informacoes para envio dos e-mails
- de modo a permitir que o comportamento 16gico possa ser alterado sem dificuldades.

Pensando no objetivo final, foi natural - recapitulando o exposto na secao de arquite-
tura - pensar na separacao dos componentes em duas disposicoes de sistemas eletronicos,
uma que consiga medir temperatura e umidade e outra que possa detectar presenca dado
algum movimento, posto que deverao existir multiplos sensores de umidade e temperatura
distribuidos pela sala - visando melhorar a precisao dos dados -, e apenas um sensor de
presenca alocado na entrada para identificar caso alguém passe pela porta.

A abordagem inicial, pesquisas, definicdo de tecnologias e arquitetura do projeto foram
realizadas integralmente em conjunto. A partir de entao as tarefas foram nominalmente alo-
cadas - embora, como esperado de um trabalho em conjunto, interacoes (pair programming)
e discussoes para troca de informagoes, ajustes e melhorias tenham ocorrido. A seguir, sao
descritas as atividades de cada um dos alunos do grupo nessa parte do projeto.

4.3.1 Atividades de Mariane Massago Yonue

A aluna ficou responséavel pela montagem dos circuitos de detecgao de presenga e men-
suracao de umidade e temperatura, seguida pela codificagdo do comportamento base destes.
Tendo como guia o mapeamento dos pinos contido nos datasheets dos componentes:

- DHT11 - PIR - HC-SR501

1. Fonte VDD 3.5V 5V

2. Serial DATA

3. NC, Not Connected 2. Serial DATA
4. GND, fio terra 3. Fonte VDD

1. GND, fio terra

foi feita a conexao entre sensores e microcontroladores.

No ESP8266, para a entrada de dados foram escolhidos os pinos D3 e D4, sendo que a
utilizacao do D3 ocorre somente em caso de acoplamento de multiplos sensores ao disposi-
tivo. Existem trés configuracoes distintas criadas para este projeto. Duas delas objetivam
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medidas de temperatura e umidade - single-dht11 (Figura 3) e double-dht11 (Figura 4) -, e
a tultima visa a detecgao de presenca - circuito nomeado de single-presence (Figura 5).
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Figura 3: Montagem single-dht11, representando um tnico
sensor DHT11 associado ao ESP8266
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Figura 4: Montagem double-dht11, representando dois sensores
DHT11 associados ao ESP8266

A criacao das disposicoes single e double-dht11 foram pensadas de forma a cobrir uma
maior quantidade de cendrios possiveis, bem como de mitigar os efeitos da incerteza de
configuracao da sala do Data Center. O microcontrolador associado a um tnico sensor
(single-dht11) pode ser utilizado em casos de medigoes espacialmente muito distantes, ja a
configuracao double foi pensada para medidas em pontos préximos, com sensores voltados a
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Figura 5: Montagem single-presence, representando um tinico sensor
PIR - HC-SR501 associado ao ESP8266

seus respectivos locais de interesse mas aproveitando o mesmo microcontrolador - reduzindo
os gastos com dispositivos ESP8266.

No que tange a utilizacao do sensor de presenca, esta configuracao, muito mais simples,
necessita de apenas um exemplar localizado em um ponto que acuse movimentagao no caso
de algum individuo adentrar a sala. De imediato o ponto escolhido foi a porta, garantindo
que toda presenca seja captada.

Quanto a logica de funcionamento, para o circuito dos sensores DHT11, o desenvolvi-
mento assumiu, inicialmente, um tnico sensor. Fazendo uso da biblioteca “DHT Sensor
Library”. As medicbes sao realizadas em intervalos de um minuto, e entdo sado enviadas
para a Konker, com impressao dos valores na saida serial a cada nova medida. Validado
o sistema com um unico sensor, foi feita a refatoracdo do codigo para aceitacao de dois
sensores. Ja o cdodigo do circuito responsavel pela deteccao de presenca, apesar desse ter
um uso mais direto e simples, apresentou maior complexidade 16gica. O principal problema
consistia na dificuldade em avaliar se uma pessoa estava ou nao na sala caso permanecesse
sem se mover por muito tempo. Uma vez que o PIR - HC-SR501 leva em conta o movimento
para acusar presenca, assim que este cessa, ele deixa de sinalizar que existe alguém na sala.
Para atenuar falsos negativos, foi criado um timer. Dessa forma, se houver ocorréncia de
movimento, o timer é disparado e considera-se que existe alguém na sala até que o tempo
definido - aqui como cinco minutos, considerado adequado & movimentacdao esperada no
Data Center - se esgote. Caso seja novamente detectado um novo movimento, a contagem
do timer é reiniciada.

4.3.2 Atividades de Lucas Chinaglia Tonon

O aluno, nesta parte do projeto, focou principalmente na implementacao da comunicagao
com a Konker e no envio de e-mails a partir dos médulos ESP8266.
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Para definir a comunicagao com os servigos da Konker usou-se como referéncia um ma-
terial provido pela prépria empresa em formato de video educativo [11] que ensina como
usar e conectar dispositivos com a aplicacao. Na documentagao, denota-se que o envio de
mensagens dos dispositivos poderia ser feito tanto via HIT'TP quanto via MQTT, e consi-
derando que o protocolo MQTT [12] foi especificamente desenvolvido para lidar com IoT,
provendo um modo leve de realizar subscricao e publicagao de mensagens entre componentes
eletronicos, este foi o escolhido para realizar a implementacao do projeto.

A conexao ¢ feita através do uso das bibliotecas PubSubClient.h e ESP8266 WiFi.h,
que sao responsaveis por criar um cliente de publicacao e subscricao de mensagens e pela
conexao a internet, respectivamente. Para definir o cliente, é necessario ter o endereco do
servidor MQTT provido pela Konker, bem como a porta a ser utilizada, ambos obtidos
facilmente no préprio site da aplicacao. Um exemplo do que foi feito encontra-se a seguir:

espClient;

client( , 8883, callback, espClient);

Figura 6: Objetos de conex@o com a internet e canal MQTT

Com estas duas variaveis definidas, é possivel conectar ao servidor MQTT da Konker
usando o login e a senha definidos para o dispositivo, com cada microcontrolador tendo
uma credencial prépria. E possivel também criar os canais de publicacao e subscricao de
mensagens, que sao um modo de definir o contexto de uma mensagem recebida e enviada
dentro da Konker para facilitar a filtragem de informacoes de um tipo especifico diretamente
pela API da plataforma. Como existem trés tipos de informacao distintas para serem
monitoradas, foram criados os canais temperature, humidity e presence, sendo que cada
um passa um JSON com dados que fazem sentido no contexto - valor e unidade para
temperatura e umidade, e um binario para presenca.

{
value : "26.03",
unit : "celsius",
type : "temperature”

}

Figura 7: Exemplo de um payload de temperatura

Para a implementacao do envio de e-mails de notificacdo foram pesquisadas alternativas
ja existentes que permitissem mandar as informacoes com seguranca e de modo simples
para os usudrios. A biblioteca mais promissora encontrada foi a EMailSender [13], cujo foco
principal é o envio de e-mails usando o servidor SMTP - Simple Mail Transfer Protocol - do
Gmail, mas que permite usar um construtor para definir outros servidores SMTP. Esse foi
um fator determinante na escolha visto que para enviar os e-mails foi solicitada a criacao
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value : "47.00",
unit : “percentage”,
type : "humidity"

}

Figura 8: Exemplo de um payload de umidade

value : "0",

Figura 9: Exemplo de um payload de presenca no
caso sem ninguém na sala

de um usuario aos funcionarios do Instituto de Computacao para os dispositivos de alarme
para que estes possam se conectar ao servidor do IC e enviar notificacGes para as pessoas
escolhidas a partir de uma conta pré-determinada.

A definigdo de quem vai receber estes e-mails de notificagao também foi feita pensando
na necessidade de se alterar a lista no futuro, para isto existe um e-mail alias para os
funcionarios do Instituto de Computagao que encaminha os e-mails recebidos nesta conta
para os responsaveis pelo Data Center.

Com o modo de envio, e-mails e biblioteca a serem utilizados bem definidos, a 16gica por
tras do alarme teve que ser desenvolvida. Inicialmente pensava-se em medir os valores um a
um e caso algum deles passasse dos valores limitantes definidos pelas varidveis de ambiente,
um alarme seria enviado para notificar os mantenedores dos equipamentos. No entanto,
discutindo com os orientadores chegou-se a conclusao de que isto nao seria o ideal visto que
os sensores poderiam subitamente ter algum erro de medicao por alguma falha e interpretar
isto como um problema com a sala de fato. Para evitar este problema foram criados vetores
para temperatura e umidade que guardam as medidas obtidas de cinco em cinco segundos,
dentro de um intervalo de cinco minutos, isto é, um vetor de sessenta elementos. Além
destes vetores de medigoes, foram criadas varidveis para verificar e atualizar o indice atual
da ultima medida obtida, assim, pode-se obter a média de todas as medidas e, ao chegar
no fim do vetor e recebendo uma nova medida a ser armazenada, zera-se os indices para
iniciar a escrita dos novos valores no comeco dos vetores, sobrescrevendo as informagoes
mais antigas.

Este método de medicao garante que a média tomada consiga identificar problemas de
forma répida, levando menos de cinco minutos para detectar oscilagoes na temperatura e
notificar os mantenedores do data center. Outro cuidado que foi necesséario considerou a
questao do spam de e-mails, isto é, caso de fato estivesse ocorrendo algum problema nos
aparelhos de ar condicionado e com as medigoes sendo tomadas a cada cinco segundos e
avaliadas para checar a necessidade dos alarmes, se a condigao nao fosse corrigida seriam
enviadas notificagoes constantemente para os funcionérios a cada nova medida fora do limite.
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A solugao para este problema foi definir um intervalo de trinta minutos para cada tipo de
notificagao, garantindo que caso um alarme seja enviado o dispositivo ird esperar no minimo
este tempo para enviar outro do mesmo tipo.

4.4 Back-end

A implementagao do back-end do sistema, sob responsabilidade do aluno Lucas Chinaglia
Tonon, visava permitir que, além de acessar a API da Konker usando um proxy - isto é,
quando o front-end fizesse uma requisicdo para o back-end para obter informacoes dos
sensores, ele estaria na verdade se comunicando com a API da Konker com uma camada
extra de abstracao entre os dois -, fosse possivel realizar outras acées como alertar os usuarios
através de e-mails e realizar atualizacoes de valores dos alarmes e da lista de pessoas a serem
notificadas dinamicamente.

Um protétipo deste componente da arquitetura foi feito utilizando NodeJS e Express
para programacgao dos endpoints, e o médulo http-proxy-middleware [14] para realizar o
proxy entre o back-end criado e os endpoints definidos pela plataforma da Konker. Esta
prototipagem foi bastante util para auxiliar o grupo a descobrir como realizar na prética as
requisicoes, e também para entender como autorizar uma operacdo HT'TP para a API pré-
definida a partir de uma requisicao antes mesmo de existir uma pagina web, agilizando assim
o processo do front-end quando em seu desenvolvimento. Para a autorizacao das requisigcoes
para a Konker foi usado um token enviado via header HT'TP de Authorization do tipo
bearer. Nesta fase do desenvolvimento, o token ficava salvo como varidavel de ambiente no
projeto NodeJS e servia exclusivamente para permitir o acesso ao servigo externo.

A partir de conversas com ambos os orientadores, e com o decorrer da implementagao
do front-end e do c6digo usado nos microcontroladores, foi definido que a melhor alternativa
para o envio de e-mail e légica por tras dos alarmes deveria ser dada dentro dos préprios
componentes eletronicos para evitar que falhas em algum ponto do processo de comunicagao
entre os dispositivos e o back-end criado pudesse influenciar na notificacao de medigoes
fora do esperado. Assim, os microcontroladores ficaram encarregados de armazenar uma
certa quantidade de informagoes e enviar e-mails para os usudrios, dependendo dos limites
definidos dentro deles em varidveis de ambiente. Gragas a esta alteracao, o servico de
back-end criado foi reduzido a apenas um proxy da Konker e perdeu sua relevancia dentro
do projeto, fazendo com que pudesse ser removido, mantendo na arquitetura apenas um
front-end, com o intuito de exibir informacoes dos sensores em forma de graficos. Os
microcontroladores ficaram responsdveis tanto pelo envio destes dados para o banco de
dados quanto pela notificagdo de valores inesperados.

4.5 Front-end

Para implementacao da Ul do website foram usadas tecnologias com as quais os alunos ja
haviam tido algum contato anteriormente - fosse por experiéncias de estagio ou por projetos
pessoais. Para criacdo dos componentes fez-se uso da biblioteca JavaScript React [15], que
permite grande flexibilidade na implementagao de paginas web e também o uso de diversos
modulos, como Styled Components [16] e Material-UI [17] - que trazem, respectivamente a
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definigao de estilos CSS usando JavaScript e componentes pré-definidos seguindo o material
design. As atividades de cada membro do grupo na construcao do front-end sao descritas a
seguir.

4.5.1 Atividades de Mariane Massago Yonue

A aluna trabalhou na implementacao dos componentes de front-end, usando React e CSS
- este ultimo feito com a ajuda do médulo Styled Components -, na renderizacao dos dados
em graficos e também lidou com as escolhas, visuais e de comportamentos, relacionadas a
experiéncia dos usuarios do website.

A implementacao do design da pagina passou por dois estagios de prototipacao até chegar
ao produto final em termos de Ul e UX. A primeira versao, feita para testar a integragao
entre o front-end e as APIs utilizadas, bem como checar os modos de formatar os valores a
serem exibidos, mostrava apenas algumas poucas informacoes - médias, valores maximos e
minimos -, sem ainda dispor de graficos ou apresentar quaisquer outras informagoes.

Feito o primeiro protétipo, o proximo passo direcionou-se ao modo de como apresen-
tar, dentro do website, a grande quantidade de dados provinda dos sensores. Pensando
no volume dessas medidas, decidiu-se que a maneira mais apropriada de exibi-las seria por
meio de graficos. Para tal, foram pesquisadas opgoes de médulos que mostrassem boa com-
patibilidade com um servigo feito em React. Restritas as opcoes de componentes React
especificos para exibicao de gréaficos, foram realizados testes praticos para checagem da do-
cumentagao provida por cada mddulo, pois seria necesséario certo nivel de compreensao de
seu funcionamento para atingir o nivel de personalizacao desejado. Além disso, critérios
como simplicidade de implementacao, personalizacao visual e design intuitivo foram con-
siderados. Seguindo estas restricoes de projeto, optou-se pela escolha do mdédulo @nivo
[18].

Durante a incorporacao dos graficos ao projeto, vale citar a dificuldade relacionada a
implementacao de uma abcissa sobre a qual fosse possivel representar, através de data e
hora, o instante em que a medida foi tomada. O empecilho residia na extrema lentidao
causada pela alta demanda de elementos visuais vetorizados a serem exibidos, em tentativa
de renderizar todos os dados coletados. Cabe aqui a explicacdo para a alta quantia de
medidas: inicialmente era possivel definir o intervalo de inicio e de fim das capturas, assim,
assumir-se-ia possivel exibir os dados de uma semana completa - ou até intervalos de tempo
maiores -, entretanto, a pagina nao conseguiria lidar com a renderizagao simultanea de
tantos pontos - com medidas tomadas a cada cinco segundos, um unico dia teria mais
de dezessete mil medidas, acumulando na semana uma quantia superior a cento e vinte
mil medi¢Ges. De modo a solucionar este problema, foi realizada alteracao no seletor de
tempo. Ao invés de possibilitar a selecdo de um intervalo livre para exibicdo das medidas,
o seletor passa a permitir o apontamento de uma data, ou seja, os dados sao apresentados
em intervalos fixos de vinte e quatro horas. Ademais, foi alterado o intervalo de envio
entre medidas, passando de cinco segundos para cinco minutos - apesar de parecer um
espacamento demasiado grande, pensando nas situacoes em que possam ocorrer as variagoes
de temperatura e umidade, a resposta ao acontecimento permanece suficientemente rapida
para a dinamica das grandezas fisicas envolvidas.
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Por fim, com o segundo protétipo cumprindo bem - sem falhas - suas funcionalidades,
foram feitas iteragoes de design, relacionadas as cores, disposicao de elementos e identidade
visual do site, de modo a definir o layout final da pagina. As Figuras 10 e 11 apresentam o
layout da pagina desenvolvida.
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Figura 10: Website sem dados medidos e apenas um
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Figura 11: Website com dados no grafico, médxima e minima do dia
e foco na medida mais alta
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4.5.2 Atividades de Lucas Chinaglia Tonon

O aluno ficou responsavel pela comunicacao entre o front-end com a API REST da
Konker, bem como a implementacao de um sistema responsivo para o website que permitisse
adaptabilidade dos componentes para diferentes configuracoes de largura e altura.

A comunicacdo entre o que era mostrado e o back-end que armazena as informacdoes cap-
tadas pelos sensores foi feita usando o médulo @azios [19], que permite realizar requisigoes
HTTP de forma simples utilizando Promises JavaScript. As rotas usadas no projeto e sua
utilidade dentro deste foram:

1. GET /{application}/devices: Responsavel por retornar a lista de dispositivos
de hardware definidos por uma conta dentro da Konker. Isto foi utilizado para que
se obtenha os identificadores (ids) de dispositivos dentro da plataforma - chamados
nesta de deviceGuid - para serem usados na requisicao de health status abaixo.

2. GET /{application}/devices/deviceGuid/health: Responsavel por trazer in-
formacgoes quanto a “satide” de um dispositivo, isto é, se esta ativo ou nao, o que é
util para exibir informagoes sobre algum microcontrolador que nao esteja mandando
informacoes de seus sensores e detectar problemas com o funcionamento destes de
forma simples.

3. GET /{application}/incomingEvents: Esta é a mais importante das rotas den-
tro do sistema por permitir o acesso as informacoes medidas pelos sensores dentro da
sala monitorada. A informacao mais relevante sobre este endpoint estd na necessidade
de query strings - parametros enviados na requisicao para filtrar o resultado conforme
o que for desejado - para obtencao dos dados de somente um periodo pré definido e
organizados em ordem de recebimento da mensagem, de forma que as mensagens mais
novas estejam no topo da lista de resultados e a quantidade destas seja limitada pelo
periodo de tempo definido em um formuldrio no front-end.

Como dito anteriormente, para poder acessar os endpoints declarados pela Konker é ne-
cessario adicionar um cabecalho de autenticacao especifico na requisi¢ao de forma que toda
requisicao direcionada para 14 tenha um Authorization do tipo bearer com o token obtido
dentro da plataforma, o que pode ser feito de forma simples com o médulo escolhido, visto
que fica tudo configurado na instanciacao do objeto a ser usado para realizar as operacgoes
HTTP. Ainda que isto possa trazer duvidas quanto a seguranga do sistema implementado,
pois por questao de praticidade o token usado estd fixo no cédigo do sistema, apds discussao
com os funciondrios do Data Center notou-se que nao era necessaria uma seguranca muito
rigida dentro da aplicacao desenvolvida - como autenticagao e autorizacao robustas - pelo
fato de que no processo de deploy do projeto este sera bloqueado para um IP especifico
dentro dos servidores do Instituto de Computacao.

Quanto & questao do design responsivo do web site, isto foi feito no fim do ciclo de desen-
volvimento apds notar-se que, ao mudar o tamanho da janela do browser, o site respondia
de maneira inadequada escondendo informacgoes e quebrando os estilos. Para corrigir este
comportamento foram utilizados padroes de CSS de forma que grande parte dos estilos dos
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componentes foi definido usando porcentagens e tamanhos relativos ao viewport da pagina.
Também foram adicionadas condigoes aos estilos por meio do atributo @media nos CSS de
forma que dependendo da largura da pagina um estilo especifico seja utilizado. Os testes
para estas alteragoes foram realizados utilizando o préprio browser, mudando o tamanho
da janela, e também usando a funcionalidade que mostra o contetido da forma como seria
mostrado em um celular especifico, como exemplificado na Figura 12.

[emperatura

J 2094 °C A 26°C

Figura 12: Site exibido através da resolucao em um iPad usando fungao do browser

5 Resultados e Discussao

Seguindo o que foi exposto na Secao 4, obteve-se como produto final um sistema que
pode ser melhor explicado em duas partes. Primeiramente, levando em conta as necessida-
des dos mantenedores de arescondicionados do Instituto de Computacao da Unicamp, foi
desenvolvida uma arquitetura de alarmes responsavel por notificar os funcionérios via e-mail
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no caso de reconhecimento de anomalia detectada, no Data Center, por microcontroladores
associados a sensores de umidade, temperatura e presenca. Em segundo lugar, de forma a
complementar e auxiliar o servigo primo, foi criado um website que, fazendo uso dos dados
coletados pelos sensores e armazenados na Konker - utilizando a plataforma como banco de
dados e back-end -, exibe cards com informagoes graficas que podem ser acompanhadas em
tempo real.

Devido a condicbes adversas impostas pela pandemia, o desenvolvimento foi realizado
em sua totalidade em local diferente ao que serd realmente monitorado. Tendo isso em
mente, foram tomados os devidos cuidados para que a implementacao do trabalho fosse
construida de forma a ser flexivel, no sentido de ser facilmente ajustada a mudanca de
ambientes. Para tal, foram utilizadas variaveis de ambiente dentro dos microcontroladores,
pois podem ser rapidamente alteradas, garantindo assim o comportamento desejado.

Os testes praticos do projeto - realizados através de simulacoes de diferentes condigoes
de ambiente dentro da prépria residéncia dos alunos - foram executados da seguinte forma:
utilizando uma vasta gama de medicoes, obtidas inicialmente com os aparelhos em repouso -
isto é, fazendo com que os sensores medissem temperatura e umidade sem interferéncias ati-
vas - e, posteriormente simulando comportamentos adversos - por meio do vapor decorrente
de agua fervente, ventiladores, luz solar, gelo, entre outros - foi observado se os disparos
de alarmes ocorriam nos momentos esperados e também analisado se o comportamento
refletido nos cards graficos apresentava-se coerente ao decorrer do tempo.

Com relagao as limitagoes do trabalho, é preciso citar o fato de que caso faga-se necessaria
alteracao dos valores limite para definicao de disparo dos alarmes, os microcontroladores
precisam ter seu uso suspendido pelo intervalo de tempo em que receberao um novo cédigo
fonte com as variaveis de ambiente ajustadas para os novos valores desejados de limite
superior e inferior de acionamento de notificagao, ndo sendo possivel fazé-lo dinamica e
remotamente.

Pensando em futuros desenvolvimentos, pode-se visar a implementacao de um sistema
de arquivos, dentro dos microcontroladores, associado a um receptor de mensagens que
permita a alteracao dos valores que controlam o envio de alarmes pelo simples acesso do
website, inserindo através dele os novos valores e submetendo uma requisicao para que os
NodeMCU atualizem a informagdo armazenada dentro de sua meméria e permitam sua
customizacao dinamica.

6 Conclusoes

Este trabalho final de graduacao teve como propésito central desenvolver um sistema ca-
paz de contribuir com o monitoramento do Data Center do Instituto de Computacao através
do acompanhamento das medices de temperatura e umidade da sala, detectando falhas de
funcionamento nos ares condicionados rapidamente, esperando assim evitar situacoes que
causem prejuizos a universidade. O objetivo foi cumprido por meio da implementacao de
uma pagina web que resume os dados obtidos de forma limpa e clara e de um conjunto de
sensores conectados a um servidor responsavel por armazenar suas informagoes e também
capazes de enviar e-mail para notificar situagoes de risco.
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