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Resumo

Este trabalho tem por objetivo realizar estudos na area de computagao Fog, que
é caracterizada pela distribuicao de processamentos em bordas da rede. Isso foi feito
de forma pratica, isto é, desenvolveu-se uma aplicagdo que envolve processamento de
video e de arquivos de dudio e distribuiu-se em uma méquina préxima (localizada na
UNICAMP) e em outra situada no estado da Carolina do Sul nos Estados Unidos.

Dessa forma, foi possivel observar como o Hardware das maquinas, que define sua
capacidade de processamento, e o delay de comunicagao entre as maquinas envolvidas
afetam o tempo total para que o processamento desejado seja realizado.

Com isso foram definidos diferentes cenarios de estudo variando maquinas alocadas
em diferentes servigos de Cloud, utilizando diferentes arquivos de video como objeto
de processamento variando em tamanho e duragao dos clipes, e variando os servicos
envolvidos utilizando sistemas externos para armazenamento dos conteidos de video,
como o YouTube.

Ao final das andlises, foi possivel notar as vantagens e desvantagens de cada cendrio
estabelecido, bem como compreender melhor qual alocagao de maquinas e servigos pode
ser mais vantajosa dadas diferentes situacoes de uso.

1 Introducao

1.1 Motivagao

A medida que a tecnologia evolui e se torna disponivel para cada vez mais pessoas, a
necessidade de evoluir servicos em termos de escala, disponibilidade e velocidade se torna
cada vez maior. Isso implica em uma necessidade imprescindivel em melhorar e otimizar
continuamente a forma como pessoas utilizam a internet e como se conectam com o mundo.

Além disso, concentrar processamentos em contextos de escopo local acaba por tomar
um caminho contrario a evolucao de escala e velocidade.

Portanto, existem algumas estratégias para resolver esses problemas, sendo que uma
das mais utilizadas é a computacao em nuvem, em que sao delegadas atividades para uma
maquina remota, tornando vidvel a computacao de larga escala em um data center.
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Ter diferentes dispositivos conectados a uma mesma fonte de verdade possibilita uma
grande dinamicidade em relagao aos dados que devem alimentar os servicos locais, isto é, a
comunicacao torna-se mais confiavel e rapida.

Um dos fatores que aumenta significativamente o trafego de dados € a internet das coisas,
visto que sao equipamentos que geram e necessitam de dados constantemente. Estima-se
que até 2020, existirdo mais de 50 bilhdes de dispositivos conectados, como cita Chase et
al. [1].

Entretanto, a medida que ocorre o aumento no volume de requisi¢oes a servigos remotos
em nuvem, o tempo de laténcia - no caso, envolvendo tanto o fator distancia quanto poder
de processamento - torna-se um problema.

Surge entao um contexto especifico com necessidades de conexao especificas: para os dis-
positivos relacionados a internet das coisas, os dados sao produzidos e consumidos préximos
a borda - isto é, proximo ao destino final. Assim, a descentralizacdo da fonte de dados se
torna a solucao otimizada e que auxilia em concentrar os processamentos num ponto es-
pecifico (possivelmente mais distante) apenas nos casos necessarios.

Por isso, a possibilidade de ter esses processamentos em regioes de borda da rede tem
sido amplamente estudadas e recebe o nome de computagdo em névoa (fog computing).

Uma das areas que se beneficia do poder de processamento remoto é a de midia. Presente
na area de seguranca, entretenimento, educacional, entre muitas outras, a andlise de midias,
como videos e dudios, é algo muito custoso e que exige poder de processamento [2].

Com o desenvolvimento cada vez maior do conceito de Smart Cities, torna-se necessario
extrair e processar eficientemente dados para que possam ser extraidos novos padroes de
comportamento e possiveis solucoes para problemas do cotidiano. Nesse caso é possivel ver
uma clara razao para utilizar o fog computing: trata-se de uma situagao muito dirigida pelo
local em que ocorre e o trafego de dados nao precisa se disseminar muito além dali, podendo
entao mandar para a cloud apenas o que for essencial.

Realizar esse processamento em uma regiao de borda da rede otimizaria tanto o tempo
de laténcia quanto a selecao de dados.

1.2 Objetivos

Tendo em vista as motivacoes citadas anteriormente, o intuito deste projeto é estudar o
processamento de conteidos de midia em servigos remotos, como em infraestruturas de
nuvem e névoa, no caso o objeto de estudo escolhido foram de arquivos de video.

Com isso, é possivel definir diferentes ambientes que irdo executar a tarefa de proces-
samento do video, e analisar esses processos a fim de compreender melhor quais sdo os
parametros que fazem com que o processamento remoto do conteudo seja mais vantajoso.

2 Conceitos Basicos

2.1 Fog Computing

O conceito de Fog Computing consiste em realizar processamentos requeridos por um cli-
ente nao necessariamente todo na cloud, mas tornar possivel isso ser realizado em servidores
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localizados nas bordas da rede. A principal proposta consiste na utilizagdo de Cloudlets:
dispositivos que se localizam fisicamente préximos e realizam parte do processamento da
Cloud, sendo que estao mais perto de quem requisitou a informacao, de forma a otimizar
os tempos de comunicagao [3].

2.2 HTTP

HTTP (Hypertext Transfer Protocol) é um protocolo de comunicagao de rede e é a base
das comunicacoes utilizado na internet atualmente. Ele funciona dentro de um modelo
computacional de cliente-servidor onde uma das partes faz uma requisicaio HTTP (cliente)
e a outra parte recebe essa requisicao e envia uma resposta (servidor). Um exemplo comum
é um site web, onde o servidor fornece recursos como contetidos de midia ou arquivos HTML
conforme o cliente os requisita para serem apresentados [9].

O protocolo HTTP foi o protocolo utilizado neste projeto para transferir arquivos entre
maquinas distintas através da internet. Na maior parte dos casos, o protocolo foi abstraido
por uma biblioteca, como o Wget.

2.3 Cloud Compting

Cloud Computing, ou computacao em nuvem, é a entrega de diversos servigos e recursos
computacionais, tais como armazenamento de dados e poder de processamento, através da
Internet.

Existem trés tipos de servigos de Cloud Computing, sendo eles IaaS, PaaS, SaaS.

SaaS sao os servigos de aplicagoes em nuvem, que usam a web para acessar aplicativos
gerenciados por terceiros com uma interface executada no lado do cliente. Ja o PaaS, ou
Platform as a Service, envolve um ambiente virtual para criacao, hospedagem e controle de
softwares e bancos de dados. As empresas pagam pelo servico e é transferido ao fornecedor
a responsabilidade de manutencao do mesmo.

O IaaS, ou Infrastructure as a Service, é o provisionamento de hardwares ou maquinas
virtuais. Nesse caso, empresas sao contratadas para disponibilizar uma capacidade de hard-
ware de acordo com as necessidades de quem a contrata (memdria, armazenamento, pro-
cessamento, entre outros).

Sua principal vantagem é a escalabilidade, como trata-se de um servigo prestado, as
configuracoes das maquinas contratadas sao totalmente mutaveis e muito mais flexivel do
que quando fala-se de questoes de hardware.

Para o desenvolvimento do projeto, foram utilizados dois exemplos de IaaS: o Google
Cloud e o IC Cloud. Tinha-se como necessidade mover processamentos do ambiente local
para o remoto, além de explorar outras localizagoes geograficas para os servidores.

3 Ferramentas e Servicos Utilizados

3.1 Wget

Wget é um pacote, de cédigo aberto, para realizar a transferéncia de arquivos através de
comunicacoes com os protocolos de rede HT'TP, HT'TPS, FTP e FTPS, que sao os protocolos
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de comunicacao de rede mais utilizados. O Wget pode ser utilizado como uma ferramenta
de linha de comando, nao interativa, o que permite que seja utilizada facilmente em scripts
para realizar transferéncia de arquivos [4].

Esse pacote foi utilizado como o método de transferéncia dos arquivos de video entre
maquinas distintas, o que permitiu que os arquivos de video fossem enviados a servidores
remotos para que pudessem ser processados.

3.2 MoviePy

MoviePy é uma biblioteca open source, desenvolvida em Python, para o processamento de
arquivos de video. Ela contém operacoes béasicas para tratar clipes de video, como cortes,
concatenacoes, insercoes de imagens ou textos nos clipes. A biblioteca também é capaz de
abrir os formatos mais comuns de arquivos de video [5].

A parte utilizada da biblioteca, além de abrir os arquivos de video para edicao, foi a
funcao de extragao da faixa de dudio dos clipes de video.

3.3 Pytube

Pytube é um framework escrito em Python, que pode ser utilizado tanto como uma biblio-
teca em scripts Python como comando diretamente num terminal, para download de clipes
de audio do servico do YouTube.

A Dbiblioteca permite o download de clipes de video do YouTube em diversos formatos e
resolugoes, basicamente com todos os formatos nos quais o video em questao esta disponivel
no YouTube [6].

Esta biblioteca foi utilizada no projeto para permitir o download de videos do YouTube,
que foi um dos casos de teste criados para analise.

3.4 Google Cloud

O Google Cloud Platform é o nome dado a um conjunto de servicos oferecidos pela Google
(companhia de servigos e produtos web e de tecnologia) que utilizam a mesma infraestrutura
que a prépria empresa utiliza para seus produtos disponibilizados para os usuérios (como o
seu servico de buscador Google ou o YouTube).

Os servigos disponibilizados pelo Google Cloud Platform sao diversos como: armazena-
mento de dados, computagao, treinamento de redes neurais, bancos de dados, aprendizados
de méquina, entre outros [7].

Foi utilizado o servico Compute Engine do Google Cloud, que oferece maquinas vir-
tuais com inicializacao rapida e com desempenho razodvel fazendo uso de SSD local com
capacidade de persisténcia [8].

O servigo disponibiliza uma maquina gratuitamente por até 1 ano que pode ser utilizada
com finalidades académicas. Para a realizacao das andlises, foi utilizado uma instancia do
tipo nl-standard-1 (1 vCPU, 3,75 GB de memoria).
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3.5 Cloud do IC

Utiizado como o servidor em Fog para usudrios da Unicamp e para este estudo de caso,
Cloud IC é uma solucao em Cloud para o vasto espaco digital do Instituo de Computagao
da Unicamp. Tal solugao foi baseado na tecnologia do OpenStack disponibilizada na Internet
para uso publico.

Dotada de diversas configuragoes padroes, membros da comunidade que se interessa-
rem em disponibilizar suas Aplicagoes no Cloud podem utilizar das diversas configuragoes
padrées do Ambiente, chamadas de Flavors, e disponibilizar seu IP-fixo para acessos remotos
via SSH e HT'TP, levantando assim um Servidor Web em rapidos passos.

As Instancias levantadas no Cloud do IC pelos membros deste Projeto tinham os se-
guintes limites: Até 16 CPU virtuais, 32 gb de RAM e até 100 GB de armazenamento.

3.6 AWS

O AWS (Amazon Web Services) é uma plataforma de servigos da Amazon (empresa norte-
americana de comércio eletronico) em nuvem que fornece diversos servigos, dentre eles ban-
cos de dado, armazenamentos estaticos, sistemas de computacao, jogos, realidade virtual,
treinamento de redes neurais dentre muitos outros [11].

Um dos servigos disponibilizados também pela AWS é o Elastic Cloud, ou EC2. Nela,
é possivel dimensionar a capacidade de computacao necessaria, de forma que elimina a
necessidade de investir em um hardware de inicio. O Amazon EC2 também permite a
expansao ou a reducao para gerenciar as alteracoes de requisitos ou picos de popularidade,
reduzindo, assim, a sua necessidade de prever o trafego do servidor.

O servigo realiza a cobranca por tempo de utilizagao, existindo diferentes variacoes deste.

Para a realizacao das analises, foi utilizado uma instancia do tipo t2.micro.

3.7 Servidor do IC

O Instituto de Computacao disponibiliza para seus alunos uma particao no servidor para que
seja possivel acessar arquivos remotamente. Essa particao pode ser acessada remotamente
por HTTP.

Esse particao foi utilizada para simulacao de um cliente, que fazia acesso aos outros
servicos de cloud, e realizava upload ou download de arquivos.

3.8 Youtube

O YouTube é uma plataforma de compartilhamento de video, criada por um grupo de
pessoas independentes, e depois comprada em 2016 pela Google. Ele se tornou uma das
principais ferramentas de distribuicao de conteidos de video no mundo todo e é de uso
gratuito para hospedagem de videos e para transmissao.

O YouTube foi utilizado como ferramenta auxiliar de armazenamento de video, da qual
era possivel fazer o download do arquivo de video armazenado, ou streaming do mesmo.
Como se trata de um servigo amplamente utilizado no mundo todo, o cenario que utiliza
o YouTube para a distribuicdo de arquivos de video reflete uma situacdo cotidiana muito
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comum. Para realizar o download dos videos por essa plataforma, utilizou-se a biblioteca
Pytube.

4 Metodologia

O desenvolvimento do projeto consistiu em executar um processamento de videos em servigos
remotos distintos e em maquinas locais, variando o tipo de arquivo quanto a duracao do
video e tamanho do contetido. Para manter consisténcia entre os arquivos processados, foi
criado um conjunto de onze clipes de videos padronizados para ser utilizado em todos os
casos de teste, cujas duragoes variam entre 10 e 600 segundos, todos com a mesma resolucao
e dimensao.

O processamento foi feito através de um script Python. O script é capaz de abrir um
clipe de video que esteja salvo localmente, em diversos formatos, extrair a faixa de dudio
do clipe e depois salvar a faixa de dudio separadamente como um novo arquivo no formato
MP3. Este script de processamento de video utiliza o pacote Editor da biblioteca MoviePy,
que contém a funcionalidade de extrair faixas de dudio e pode ser utilizada de maneira
simples.

Um outro script, também em Python, foi criado mas com o intuito de fazer o download
de videos da plataforma do YouTube. Este script de download utiliza o0 médulo YouTube
da biblioteca pytube, que permite baixar videos da plataforma através da URL ptblica
do mesmo. O script de download baixa o clipe de video e salva em um arquivo local. A
biblioteca pytube ainda permite fazer o download do video em todos os formatos e resolugoes
disponiveis na plataforma, mas para trabalhar com o mesmo formato do conjunto de videos
criados para os testes locais, os videos foram baixados em MP4 e na mesma resolugao que
foram criados.

Os dois scripts, de download e de processamento, nos casos necessarios, foram associados
de forma a baixar o video do YouTube, gerar um arquivo local temporario com o clipe de
video, e depois extrair a faixa de dudio deste clipe de video. Isso é uma das maneiras de fazer
de forma transparente a acao de extrair a faixa de dudio de um clipe de video que nao esteja
salvo na mesma maquina previamente, mas sim em um servico remoto, como o do YouTube.
Para representar méquinas distintas sendo utilizadas remotamente, foram utilizadas duas
méquinas remotas: uma provida pelo servico Google Cloud e outra na Cloud do Instituto
de Computacao (IC). Dependendo do experimento, os servidores eram os responsaveis por
baixar os arquivos de video e/ou processa-los.

Com isso, foram definidos quatro cendrios para andlise. Cada cendrio foi montado
considerando casos de uso que representassem situacoes de aplicacoes reais, de forma que
toda interacao comeca no lado de um cliente que define qual clipe de video sera processado,
e ao final o mesmo cliente tem o arquivo da faixa de audio do video em questao. Os cenarios
sa0:

1. O video fonte é armazenado localmente e deseja-se realizar o processamento localmente
também;
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2. O video fonte é armazenado localmente e deseja-se realizar o processamento no servi-
dor;

3. O video fonte é armazenado em uma plataforma, como o Youtube, e deseja-se que dado
uma URL do mesmo, fazer o download do arquivo de video e processar localmente;

4. O video fonte é armazenado em uma plataforma, como o Youtube, e deseja-se processa-
lo no servidor;

Dessa forma, seria possivel tirar métricas relacionadas com a comunicacao entre cliente
e servidor (que ficava fisicamente mais préximo, na cloud do IC, e mais distante, na cloud
do Google) e ao processamento dos clipes de video. E com isso, tentar identificar qual
cenério teria o melhor desempenho, dependendo das condi¢oes de rede e do arquivo a ser
processado.

Cada cenario é composto de um conjunto de etapas, que envolvem: conseguir o arquivo
de video, processé-lo, e depois enviar o arquivo de audio resultante. Para facilitar a analise
de qual das etapas influencia mais no tempo total de processamento, ou no custo de proces-
samento das aplicagoes, cada uma dessas etapas foram analisadas individualmente e depois,
compostas para montar cada um dos cenarios. As andlises consideradas foram:

e Tempo de processamento dos clipes de video
e Tempo de transferéncia dos arquivos de video a serem processados
e Tempo de transferéncia dos arquivos de audio processados

e Tempo de download dos arquivos de video da plataforma do YouTube

Com isso, é possivel descrever como cada cendrio foi analisado:

Para o primeiro cenario, temos que video fonte foi armazenado localmente e desejava-
se realizar o processamento localmente também. Dessa forma, ndo hé influéncia da rede
nesse cendrio nem laténcias de comunicacao. Assim, a andlise ficard restrita ao tempo de
processamento do video na maquina utilizada. Para este cendrio, o inico passo foi executar
o script de processamento 100 vezes para o conjunto de videos padronizado.

Para o segundo cendrio, temos que o video fonte estd armazenado localmente na méquina
cliente, o mesmo é enviado ao servidor, onde deseja-se realizar o processamento. Nesse
cendrio, todos os videos do conjunto padronizado foram disponibilizados em uma méquina
e foram adquiridos pelos servidores utilizando-se wget, como descrito na secao 5.1.

Apés a transferéncia dos arquivos de video, executou-se o script de processamento e por
fim foi realizada a transferéncia dos arquivos finais de audio. Para a simplificacao desse
ultimo passo, foi realizado a transferéncia no sentido inverso, ou seja, os arquivos de dudio
foram transferidos da méaquina local para os servidores utilizando wget.

Para o terceiro cendrio, onde desejava-se obter um video que é armazenado remotamente
na plataforma YouTube e realizar o processamento do mesmo localmente. Foi necessaria
apenas a realizacao do download dos arquivos de video dos servidores do YouTube, pois
o processamento dos videos ja havia sido realizado nos cenarios anteriores e podiam ser
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utilizados para compor esse cendrio. Para o download dos videos, foi utilizado o script de
download de videos.

Ja para o quarto cenario, desejava-se delegar tanto o download do video do YouTube
quanto o processamento para o servidor. Dessa forma, em adicdo a andlise previamente
realizada de processamento do video no servidor e da transferéncia do arquivo de audio, foi
necessaria uma anélise voltada ao tempo de download do YouTube partindo do servidor.
Aqui, também foi utilizado o script de download de videos do YouTube.

5 Analise e resultados

5.1 Conjunto padrao de videos para experimentacao

Para padronizar os resultados e experimentos envolvendo clipes de video, foi criado um
conjunto de videos para serem utilizados como padrao em todos os experimentos de trans-
feréncia de dados, bem como nos experimento de processamento dos clipes de video para
extracao da faixa de dudio.

O conjunto contém 11 clipes de video, onde todos os videos tém a mesma resolugao
(1280 x 720) e variam apenas na duracao do clipe de video, e consequentemente a duragao
da faixa de dudio (entre 10 e 600 segundos).

O conjunto dos videos criados pode ser observado na tabela 1, que relaciona a duragao
do clipe de video com o tamanho necessario para o seu armazenamento.

Duracgao do clipe de video | Tamanho do arquivo
(segundos) (Mega bytes)
10 1.0
20 2.5
45 6.5
60 8.4
90 12.0
120 17.6
150 20.9
180 24.8
300 40.5
420 59.4
600 87.2

Tabela 1: Conjunto de videos criados para manipulagdo com valores de duragao e tamanho

do arquivo

Todos os videos marcados na tabela 1 utilizados estavam na resolugao de 1280 x 720 e
no formato MP4.

A ideia de utilizar o mesmo conjunto de video para todos os testes, é que isso permite
comparar os resultados entre experimentos distintos mais facilmente.
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O mesmo conjunto de videos também foi enviado para a plataforma do YouTube para
que pudessem ser utilizados quando necessario.

5.2 Desempenho do processamento local de clipes de video

Para compreender melhor o comportamento da extracao da faixa de audio de clipes de video,
e como esse comportamento varia para diferentes clipes de video, fizemos uma andlise em
um sistema local, ou seja, mantendo todo o processamento em uma Unica maquina.

O primeiro cendrio utilizado para essa andlise foram os 11 clipes de video criados como
padrao, descritos na tabela 1. Isso permite compreender como o tempo de processamento
varia de acordo com a duracao do video que estd sendo processado.

Tempo de processamentro pela duracao do video processado

w
(9]
|

- Tempo de processamento
— Regressao Linear

o

n N w
o [$)] o
| | |

°

Tempo de processamento (segundos)
o [6)]

-5 T T T T T T T T T T T T T T T T T T T T T T
300 . 400
Duracao do video (segundos)

500 600 700

Figura 1: Resultado para o processamento de extracao da faixa de dudio para diferentes
tamanhos de video, com o processamento feito localmente, ambos os eixos estdo marcados
em segundos. A méquina utilizada foi um Macbook com um processador de 2,2 GHz e
6-Core com 16GB de meméria RAM. A reta marcada no grafico foi calculada através de
uma regressao linear e tem formato y = Az + B, onde A = 0.043+0.000 e B = 0.075+0.018.

E possivel notar na figura 1 que existe uma relacao linear entre o tamanho do clipe de
video e o tempo de processamento necessario para extrair a faixa de dudio do mesmo. Dessa
forma, videos maiores demoram mais a ser processados.

Depois, um segundo cendrio (cendrio 2) foi realizado, dessa vez utilizando o mesmo
video mas variando as resolucoes para cada clipe. Foram utilizadas 4 resolugoes de video
(4K, 1080p, 720p e 480p) e para cada clipe executado 100 vezes. Os resultados podem ser
observados na figura 2.
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Tempo de processamento de um video em quatro resolugdes diferentes

I Tempo de processamento

0.34

Tempo de processamento
.

0.28 —

4K 1080p 720p 480p
Resolugéo do clipe de video

Figura 2: Grafico do tempo de processamento, em segundos, de um mesmo clipe de video
com resolugoes diferentes. O video utilizado tinha duracao de 4.68 segundos.

Através da figura 2 é possivel notar que a resolucao do video teve pouco impacto no
tempo de processamento total da extracao da faixa de audio. Os valores sao muito proximos,
e as faixas de erro tem intersecces nos 4 casos analisados, o que indica que o tempo de
processamento independe da resolugao do arquivo de video, mas sim da duracdo do clipe
sendo processado.

Mesmo que a resolucgao do clipe de video nao tenha dado alteragoes no tempo de proces-
samento total para extracao da faixa de audio, ela aumenta consideravelmente o tamanho
do arquivo de video que esta sendo processado, o que implica em uma necessidade maior
de memoria para execugao e armazenamento do video. Os tamanhos dos arquivos de video
utilizados podem ser observados na Tabela 2.

Resolugao do Video | Tamanho do arquivo (Mega bytes)
4K 24.2

1080p 10.2

720p 7.2

480p 2.6

Tabela 2: Tamanho dos arquivos de video utilizados para o cenario de resolugoes diferentes

E importante ter analisado esse fator localmente, pois ao trabalhar com sistemas dis-
tribuidos, onde queremos enviar o arquivo a ser processado para uma maquina diferente, o
tamanho dos arquivos a serem transferidos tem uma grande influéncia no tempo de comu-
nicacao.
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5.3 Comparagao do processamento local em maquinas distintas

Utilizando o conjunto de arquivos de video descritos na tabela 1, o mesmo experimento do
tempo de processamento para extracao da faixa de dudio foi utilizado nos servicos do Cloud
do IC e do Google Cloud.

Como as méquinas tém especificacoes diferentes, é esperado que o tempo de proces-
samento em cada uma também seja diferente. Dessa forma, para cada servigo de cloud
utilizado neste estudo, foi feito o mesmo experimento de processamento local.

E possivel ver os resultados do processamento da Cloud do Google na figura 3 e da
Cloud do IC na figura 4.

Tempo de processamento pela duracao do video processado na Cloud do Google

- — N n
o o o o
1 L Il J

1
-
-

Tempo de processamento (segundos)
(6)]

0+ ‘ ‘ ‘ .
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300 400 500 600 700
Duracao do video (segundos)

Figura 3: Resultado para o processamento de extracao da faixa de dudio para diferentes
tamanhos de video, com o processamento feito na Google Cloud, ambos os eixos estao

marcados em segundos. A reta marcada no gréafico foi calculada através de uma regressao
linear e tem formato y = Az + B, onde A = 0.033 + 0.000 e B = 0.004 4+ 0.003.
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Tempo de processamento pela duragao do video no Cloud do IC

o Tempo de processamento
—5— Regresso Linear

Tempo de processamento (segundos)
3 8 ) :
|
—
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. Durtiso do video (segiidon
Figura 4: Figura 7 - Resultado para o processamento de extracao da faixa de dudio para
diferentes tamanhos de video, com o processamento feito na Cloud do IC, ambos os eixos
estdo marcados em segundos. A reta marcada no grafico foi calculada através de uma
regressao linear e tem formato y = Ax + B, onde A = 0.069 + 0.000 e B = 0.130 £ 0.016.

O comportamento observado tanto nas clouds quando na maquina local, figura 1, sao
semelhantes, todos tem um crescimento linear com a duragao do arquivo de video proces-
sado. Mas é possivel notar que a reta tracada em cada maquina possui uma inclinacao
diferente.

A figura 5 mostra um comparativo das 3 curvas observadas. Com isso fica claro que o
processo de extracao da faixa de audio de clipes de video é um processamento estavel, mas
depende da maquina a qual estd realizando o processamento.
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Comparacao entre o tempo de processamento para maquinas diferentes

50+
- Maquina Local
- Cloud do Google
— Cloud do IC

40+
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Duracéo do video
Figura 5: Comparacao dos resultados do processamento de extracao da faixa de dudio de
conjuntos de video para 3 maquinas distintas.

Como o processamento do arquivo de video, apenas, nao depende de comunicacdo com
outras maquinas, ele independe de processos de rede que podem ser mais volateis e sujeitos
a uma maior quantidade de erros.

Um ponto interessante na figura 5 é que o tempo de processamento na Cloud do Google
foi o que apresentou o melhor resultado. Conforme os arquivos de video processados ficam
maiores, a diferenca entre o Cloud do Google e as outras maquinas utilizadas também
aumenta, de forma que pode ser mais proveitoso ou mais eficiente realizar esse processo na
cloud.

5.4 Transferéncia de arquivos de videos usando Wget

Buscando simular o cendrio em que o cliente envia um arquivo armazenado em sua maquina
para que o servidor possa realizar a extracao da faixa dudio do mesmo, utilizou-se o pacote
Weet [sessao Conceitos 2.3] para realizar o download de videos de diferentes tamanhos,
sendo que estes estao armazenados em uma pasta publica do Instituto de Computacao.

Para coleta dos tempos, o seguinte contexto foi utilizado: o conjunto de videos descrito
na tabela 1 foi armazenado no servidor do Instituto de Computacao (IC) e os arquivos
podiam ser acessados externamente usando HTTP. Para cada arquivo de video, foram
transferidos 100 vezes entre o servidor que armazenava os arquivos e o servigo de cloud
desejado utilizando o comando Wget para medir a laténcia de comunicagao.

O cenério foi aplicado no servico de Cloud do IC e os resultados podem ser observados
na figura 6.
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Tempo de transferéncia de arquivos de video entre o IC Cloud e o servidor do IC usando wget
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Figura 6: Gréfico do tempo médio de comunicagao para transferéncia de arquivos de video
entre o IC Cloud e o servidor do IC usando wget.

E possivel notar que o tempo de comunicacao aumenta de acordo com o tamanho do
video sendo transferido, dado que o tamanho do arquivo que estd sendo transferido também
aumenta. Era esperado que o tempo de comunicacao aumentasse de acordo com o tamanho
do arquivo sendo transferido.

Depois dos testes no Cloud do IC, os mesmos testes foram feitos utilizando o mesmo
cenario no Google Cloud e tirou-se as mesmas medi¢oes de tempo representadas na figura

7.
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Tempo de transferéncia de arquivos de video entre o Google Cloud e o Servidor do IC usando Wget
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Figura 7: Gréfico do tempo médio de comunicagao para transferéncia de arquivos de video
entre o Google Cloud e o servidor do IC usando wget.

Analisando o grafico, nota-se que existe uma grande diferenga entre realizar o download
no Cloud da Google e no Cloud do IC. Tomando como exemplo o clipe de video com duragao
de 420 segundos, o tempo de download para o primeiro foi de 6,2 segundos, enquanto para
o segundo tem-se 0,47 segundos.

Apesar do comportamento ser semelhante para as duas m&aquinas, onde o tempo de
comunicacao cresce com a duracgao do clipe de video sendo transferido, os tempos totais de
transferéncia foram muito mais altos no segundo caso para os mesmos arquivos de video.

Como se trata de uma operagao de transferéncia de arquivos pela internet, usando
HTTP, a distancia geografica entre os elementos tém grande impacto na laténcia da comu-
nicacao, de forma que quao mais longe estiverem as maquinas se comunicando, maior sera
o tempo de comunicagao.

Além disso, a qualidade da rede, da conexéao a internet, das duas maquinas envolvidas
na transferéncia também influencia muito no tempo total de comunicagao.

Comparando os graficos da figura 6 e da figura 7 é possivel observar o quanto o parametro
geografico influenciou no tempo de transferéncia dos arquivos de video, dado que a maquina
do Google Cloud esta localizada na Carolina do Norte, nos Estados Unidos, enquanto
a maquina da Cloud do IC estd muito préxima da onde a informacao estd armazenada
(também no IC).

Pode-se atribuir a grande diferenca entre o tempo de comunicagao entre os servidores o
fato de que a rede tem uma influéncia muito maior nos testes relacionados ao Google Cloud.
Dessa forma, tem-se mais variantes que podem vir a afetar esse calculo.
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5.5 Transferéncia de arquivos de audio usando Wget

Para simular a resposta das maquinas remotas ao cliente, realizaram-se medigoes acerca
do download do adudio gerado pela extracao de dudio do video, sendo que essa rotina foi
estruturada da mesma forma do item anterior: utilizou-se o pacote Wget [sessdo Conceitos
2.3] para tal.

Visando a coleta dos tempos, com o mesmo conjunto de videos sendo usados nos ex-
perimentos, apds utilizar o script de extracao do dudio dos videos, o resultado - no caso,
os dudios extraidos - ficaram armazenados no Instituto de Computagao (IC). Assim era
possivel acessa-los externamente usando HTTP.

Cada arquivo de dudio foi transferido 100 vezes entre o servidor do Google Cloud e do
Cloud do IC utilizando o comando Wget para medir a laténcia de comunicagao.

Com os dados obtidos, estruturou-se o grafico da Figura 5.

Tempo de transferéncia do arquido de audio do Google Cloud e o servidor do IC usando Wget
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Figura 8: Grafico do tempo médio de comunicacao para transferéncia de arquivos de dudio
entre o Google Cloud e o servidor do IC usando Wget.
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Tempo de transferéncia do arquivo de udio entre o servidor do IC e o IC cloud usando Wget
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Figura 9: Grafico do tempo médio de comunicacao para transferéncia de arquivos de dudio
entre o IC Cloud e o servidor do IC usando Wget.

Comparando os graficos 8 e 9, é possivel concluir que existe um comportamento similar a
secao anterior, isto é, a transferéncia de arquivos foi influenciada diretamente pelas questoes
geograficas - o tempo gasto no caso do Google Cloud é maior do que o do caso do IC Cloud,
o que se justifica pela maior proximidade do IC Cloud com o servidor de armazenamento
que usamos no IC - e por questoes de rede também.

A rede pode ter influenciado principalmente para os arquivos maiores, como 0 caso
do dudio de 600s, em que a constancia na transferéncia pode variar e com isso o tempo
dispensado nesta também.

5.6 Transferéncia de arquivos de video do Youtube

Para explorar o cendrio em que o video encontra-se distribuido em um servico de terceiros,
simulou-se o download de videos armazenados na plataforma do Youtube, descrito na secao
3.8.

Partindo das instancias, respectivamente Google Cloud e IC Cloud, utilizou-se a API
do Pytube, descrita na secao 3.3, para realizar o download.
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Tempo de transferéncia de arquivos de video do YouTube
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Figura 10: Comparacao entre os tempos médios de download de arquivos de video da
plataforma do YouTube no Cloud do IC e no Google Cloud.

Analisando o grafico 10, é possivel analisar que os tempos de download partindo do
Google Cloud tem tempo menor do que no caso do IC Cloud. Isso pode ser diretamente
relacionado a localizagao geografica: segundo os dados mais recentes do Google, seus centros
de armazenamento se concentram principalmente nos Estados Unidos e na Europa [google
distributions]. Dessa forma, por estar localizado na Carolina do Norte, o Google Cloud tem
vantagem nessa comparagao.

Além da questao fisica da distancia, existem fatores como as chances de ocorrer inter-
feréncias s@o maiores e depende-se bem mais da qualidade da rede envolvida.
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6 Cenarios de estudo

6.1 Cenario 1 - Processar o video localmente

f’ \\

—|dJ

Figura 11: Esquema do cendrio 1, um arquivo de video (& esquerda) é processado dentro
da mesma mdaquina (ao centro) e gera um arquivo de dudio (a direita). Os limites externos
indicam que todo o processamento e arquivos estao dentro da mesma maquina, bem como
os arquivos de dudio e de video.

Este cenario depende apenas do processamento do arquivo de video feito localmente, entao
nao estd sujeito a problemas de rede, nem a condigoes de rede para download de arquivos
pois nao depende de fazer comunicagoes com outras maquinas.

Mas existem pontos de atengao nesse cendrio que sao:

e O cliente deve ter o video a ser processado previamente, fazendo um gasto maior de
memoria de armazenamento;

e O cliente também deve ter as bibliotecas e scripts capazes de realizar esse processa-
mento;

Nao é um cenario ideal se considerarmos dispositivos que tenham pouca capacidade de
armazenamento ou de processamento e que busquem apenas do resultado final, ou seja, o
arquivo de audio.

Além disso, nesse cendrio, a maquina cliente deve ter as bibliotecas necessarias, e deve
ser capaz de processar o arquivo de video, estando sujeito as condi¢oes variaveis da maquina
em questao e possiveis incompatibilidades de versao. Portanto, além do tempo adicionado,
deve ser levada em consideracao a necessidade da configuracao do ambiente.

Analisando os dados (Tabela X em anexo) coletados, tem-se que o tnico passo a ser
medido serd o tempo de processamento local, visto que os videos a serem processados e os
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audios gerados pelo processamento deverdao permanecer na maquina (nao hé necessidade de
envio de dados). Dessa forma, o unico fator que influencia diretamente nesse cendrio seria
a configuracao do ambiente em que o video é processado.

6.2 Cenario 2 - Processar remotamente um arquivo salvo

cliente servidor
yr
1
— E—
M
FAAS
)
A
“—|dd :

Figura 12: Esquema do cendrio 2, uma maquina cliente envia um arquivo de video para
uma méquina servidor (1), onde é processado (2), gera um arquivo de dudio que é enviado
ao cliente ao final (3).

A diferenca entre o cenario 2 e o cendrio 1 é que o processamento é feito agora em uma
maquina remotamente, mantendo a mesma estrutura anterior de armazenamento de dados.
Com isso, um novo fator é inserido dentro do sistema que é a necessidade de realizar uma
transferéncia de arquivo via internet. Dessa forma, neste cendrio, temos influéncia da rede,
da conexao entre as maquinas, tanto para enviar o arquivo de video a ser processado, quanto
para receber o arquivo de adudio resultado do processamento.

Como esse novo fator de comunicacao é adicionado, existe um novo fator de laténcia que
afeta o tempo total para o processamento do arquivo de video. O tempo de transferéncia
do arquivo de video pode ser melhor observado na figura 7, e o tempo de transferéncia do
arquivo de audio na figura 8.

O tempo total de comunicagao pode ser descrito entao como a soma do tempo de envio do
video, mais o tempo de envio do arquivo de dudio. Se tomarmos o servidor do Google Cloud
como base, que é o servidor mais distante dos dados testados, os tempos de transferéncia
podem ser observados nas figuras 4 e 6. Pode-se notar que o tempo de transferéncia, para
algumas instancias de video, varia entre 2 a 10 segundos de comunicagao.

Um outro ponto importante, é que o processamento do video, representado na etapa 3,
nao esta sendo mais realizado na mesma maquina que no cendrio 1, o que traz um novo
fator de mudanca para o tempo de processamento do cenério como um todo. A comparacao
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entre os tempos de processamento das maquinas utilizadas pode ser observada na figura 7.

Comparacao entre o tempo total de processamento para os cenarios 1 e 2

= Local: Processamento do video
= GC: Envio do video

= GC: Processamento do video
= GC: Envio do audio
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Figura 13: Comparagao entre o tempo total de processamento entre os cendrios 1 (colunas
da esquerda) e 2 (colunas da direita). Os tempos estao discriminados dentro das barras em
relacdo a etapa de processamento envolvida. GC: Google Cloud, IC: IC Cloud.

A figura 13 mostra uma comparagao entre os tempos totais de processamento entre os
cendrios 1 e 2 para as maquinas do Google Cloud e do IC Cloud.

Como discutido anteriormente, o tempo total de processamento é maior no cendrio 2
para as duas maquinas, em relagao ao cendrio 1.

No caso do Google Cloud, a faixa referente a extracao da faixa de dudio do clipe de video
(processamento) é mais eficiente que da maquina utilizada como referéncia de processamento
local. Conforme o tamanho dos videos cresce, a laténcia de comunicagao passa a ficar cada
vez menor em relagdo ao tamanho total do video, fazendo com que o processamento no
servidor se torne mais vantajoso até mesmo em questao do tempo total de processamento.

Um outro ponto que pode ser comparado ¢ da laténcia de transferéncia do arquivo em
relagdo a distancia do servidor. Se tomar apenas os tempos de comunicacao, de trans-
feréncias de arquivos, o Cloud do IC teve um desempenho bem melhor que o Google Cloud
na maioria dos casos. Isso evidencia que ao colocar parte do servigo sendo realizado em
uma maquina remota, a distancia dessa maquina pode influenciar muito na laténcia de
comunicacao, e quao mais proximo do cliente, menor sera essa laténcia. Todavia, existem
mais fatores envolvidos, no caso a maquina utilizada no IC Cloud tinha um poder de pro-
cessamento pior em relagao a do Google Cloud, de forma que para videos maiores, o tempo
total de processamento no Google é mais rapido que no cloud do IC, mesmo com um tempo
de comunicacao maior.
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Isso mostra que o cendrio ideal da arquitetura cliente-servidor proposta, depende se
vérios fatores. E importante analisar tanto proximidade entre as maquinas envolvidas no
processo, bem como a capacidade de processamento. Todavia, maquina com processamentos
melhores tem custo maior de operacao, entao também é um fator a ser considerado para
definir o cendrio ideal.

6.3 Cenario 3 - Processar localmente um video do YouTube

cliente YouTube
1
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Figura 14: Esquema do cenario 3, uma maquina cliente pede um video para o YouTube
(1), que lhe é enviado pela plataforma (2) e depois processado localmente (3). Apds o
processamento o arquivo de audio ja estd armazenado na maquina desejada.

Este cendrio se difere do primeiro por nao ter o arquivo de video salvo localmente, e sim
em um servigo externo que permite que o arquivo de video seja recuperado, no caso, o
YouTube, dessa forma, este cenario esta sujeito as condigoes de rede para fazer o download
do arquivo da plataforma.

Além da laténcia de comunicacao, em relacao ao cendrio 1, este cendrio introduz uma
mudanca na estrutura do processamento que permite melhorar a escalabilidade do sistema.
Em comparagao com os cendrios 1 e 2, onde o arquivo era armazenado previamente na
méquina cliente, aqui no cenario 3 ele estd num servigo externo. Tratando-se de uma
aplicacao real, esse é o primeiro cenario tratado em que o cliente nao precisaria ter obtido o
video previamente, nem precisa gastar memoria para manter esses arquivos armazenados.

Os tempos da etapa 3 de processamento do video sao os mesmos do cenério 1, por se
tratar da mesma maquina e da mesma computagao.

Adicionando o tempo de comunicag¢ao (download do video da plataforma do YouTube)
é possivel obter o tempo total para obter o arquivo de dudio.

Como foi inserido o fator da laténcia de comunicacao e transferéncia do arquivo de
video, os tempos totais de processamento do cendario 3 sao maiores que os do cendrio 1,
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invariavelmente. Mas essa diferenca de tempo estd diretamente associado ao ganho de nao
ser mais necessario armazenar o arquivo de video localmente e poder tirar proveito de uma
plataforma especializada nisso.

Os dados coletados para esse cendrio podem ser visualizados na Tabela [cenario-tres].

6.4 Cenario 4 - Processar remotamente um video do YouTube
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Figura 15: Esquema do cendario 4, uma maquina cliente pede um arquivo de adudio para o
servidor enviando a referéncia (URL) do arquivo para ser processado (1). O servidor entao
busca o arquivo de video necessario no YouTube (2), que envia um arquivo de video pro
servidor (3), que entao é processado (4) e envia um arquivo de dudio de volta para o cliente

(5).

Este é o cendrio mais simples do lado cliente, e também o cenario que agrega os pontos
positivos criados nos cendrios 2 e 3 em relagao ao cenario 1, onde o processamento é delegado
para uma maquina remota e a responsabilidade de armazenamento dos arquivos de video
para um servigco externo, o YouTube.

Em contrapartida, é o cenario mais complexo e mais exigente do lado do servidor,
colocando-o para fazer download e processamento do arquivo, e depois envio do arquivo de
audio resultante.

Existem trés momentos que majoram o tempo necessario para a execuc¢ao total desse
fluxo, como descritos na figura 15, o download do arquivo de video do YouTube em 3, o
processamento do video em 4, e o envio do arquivo de dudio em 5. As etapas 1 e 2 tém
tempos de duragao que podem ser desprezados em relagao as outras, pois tratam apenas
de uma unica requisicaio HTTP, sem transferir nenhum tipo de arquivo, que faz com que
sejam unitarias e muito mais rapidas que as demais requisigoes.

E possivel observar um comparativo do tempo total de processamento, ou seja, até que
a maquina cliente tenha o arquivo de dudio final, entre todos os cenarios na figura 16.
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Comparativo dos tempos totais de processamento para os 4 cenarios
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Figura 16: Comparacao dos tempos totais de processamento entre os 4 cendrios montados.
O servidor utilizado para os cenérios 2 e 4 foi 0 Google Cloud (GC), que obteve resultados
melhores que o Cloud do IC.

Cada cenario tem um comportamento semelhante que é de aumentar gradativamente o
tempo total de processamento com o aumento do tamanho do arquivo processado. Mas a
maneira como os diferentes cenarios crescem ao longo do tempo que deve ser analisada.

Uma relagao interessante é uma comparagao dos cenarios 1 e 4. Como é possivel ver
na figura 5, o servidor do Google Cloud processa em menor tempo os arquivos de video
que a maquina utilizada para os testes locais. Para arquivos de video muito grandes, essa
diferenga também aumenta. Agora, no gréafico 16 é possivel notar que a diferenga entre os
cenarios 1 e 4 diminuem gradualmente conforme o tamanho do arquivo processado aumenta.

Dessa forma, é possivel prever uma situagao onde o cendrio 4 seria mais vantajoso que o
cenario 1, mesmo considerando o tempo de comunicagao e transferéncia dos arquivos. Mas
isso decorre que a maquina utilizada no servidor, teve um desempenho melhor na etapa de
processamento que a maquina utilizada localmente. Se isso nao fosse verdade, esse cenario
jamais seria vantajoso.

Como o servidor utilizado foi de um servigo terceiro, é possivel que uma maquina com
capacidade de processamento melhor seja alocada, melhorando mais ainda os resultados,
mas aumentando o custo de uso do servico.

Uma outra andlise importante a partir da figura 16 é que o cendrio 4 passa a ter um
resultado melhor, ou seja, um tempo total de processamento menor que o cenario 3 conforme
o tamanho dos arquivos processados aumenta. Isso se deve ao fato de que o tempo de
download do arquivo do YouTube foi menor que o envio do arquivo localmente para o
servidor. Isso evidencia que o local onde os arquivos serem processados estao armazenados
também influencia em muito o tempo total de processamento quando existe comunicagao
envolvida.
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7 Licgoes aprendidas

Inicialmente, almejava-se realizar a identificacdo de objetos em um video. Dado um link
da plataforma de videos Youtube, utilizava-se a biblioteca chamada Pytube (secdo 3.3)
que fazia o download do video e realizava-se o processamento com o auxilio do TensorFlow.
Para tal, alocou-se duas maquinas para realizar esse processamento remoto: uma no Google
Cloud (secao 3.4) e outra no Cloud do IC (segao 3.5).

Como a analise dependia da comparacao entre o processamento do video local e o pro-
cessamento na nuvem, implementou-se um servidor flask, descrito na secao 7.1.2, que, ao
receber uma requisicao com um link do YouTube, baixava o video e utilizava um script em
python para processa-lo. E a fim de facilitar a reutilizacdo dos servigos e para garantir o
mesmo processamento entre todas as maquinas, foi utilizado Docker para agrupar todos os
servigos em uma imagem (servidor flask, nginx para o proxy reverso e script python).

Entretanto, a rede neural utilizada era muito pesada e requisitava muita memoria, o que
impossibilitou execugdes em volume (que seria um dos cenérios de teste a serem explorados).
Além disso, a rede neural demorava consideravelmente para processar um video, excedendo
o tempo de timeout da requisicao para videos muito longos. Dessa forma, o conjunto de
videos que poderiam ser utilizados como base de andlise ficou muito restrito. Em adendo,
as imagens geradas pelo Docker, apesar de facilitarem no deploy nas maquinas a garantirem
o ambiente, ocupavam muita memoria, inviabilizando o uso de instancias menores, como os
do AWS EC2 (secao 3.6).

Devido a todos esses empecilhos, decidiu-se quebrar as analises de tempo, medindo-se
cada parte separadamente, bem como trocar esse processamento de identificagdo de objetos
em video por extracao de audio do video.

7.1 Tecnologias adicionais estudadas
7.1.1 Tensorflow

TensorFlow é uma biblioteca de cdodigo aberto para criagao de aplicacbes e modelos em
Machine Learning, foi originalmente desenvolvida pela Google Brain Team na organizagao
de pesquisa Machine Intelligence do Google para aprendizado de maquina e pesquisa de
redes neurais profundas [13].

A Dbiblioteca também é cross-plataforma e é capaz de rodar em uma grande quantidade
de plataformas, CPUs e CPUs, bem como em hardwares mobile e sistemas embarcados [14].

Sua importancia no projeto foi uma das bibliotecas utilizadas para carregar os modelos
de Machine Learning utilizados para a deteccao de imagens em videos.

7.1.2 Flask

Flask é um framework WSGI (em portugués, Interface de Porta de Entrada do Servidor
Web) leve de aplicagoes web. Ele foi feito para ser simples de utilizar com a habilidade de
escalar aplicagoes complexas. Ele comecou como uma camada em cima de outros frameworks
WSGI (Werkzeug e Jinja), mas acabou se tornando um aod frameworks mais populares de
aplicagoes web utilizando Python [10].
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7.1.3 Docker

Docker é uma ferramenta que ajuda na criacdo de aplicagoes utilizando containers, que
permitem que o desenvolvedor empacote sua aplicacao junto com todas as dependéncias,
garantindo que o conjunto seja capaz de ser executado em qualquer maquina da mesma
forma.

O Docker foi utilizado no projeto para ajudar no deploy e a rodar a aplicacao em todas
as instancias utilizadas (cloud fornecida pela Google, cloud do IC)

7.1.4 ImageAl

ImageATl é uma biblioteca de c6digo aberto, criada por Moses Olafenwa e John Olafenwa,
irmaos, e desenvolvida em Python que permite desenvolver aplicacoes e sistemas que que
contém capacidades de Visao Computacional e Deep Learning de maneira simples. A bibli-
oteca suporta uma grande quantidade de algoritmos de

Machine Learning para predicao de imagens, deteccao de objetos em imagens e videos,
e também mecanismos para treinamento de redes para deteccao e previsao de objetos cus-
tomizados. A parte de detecgdo de objetos em videos e imagens usa as redes RetinaNet,
YOLOv3 (do inglés, vocé vé apenas uma vez) e a TinyYOLOv3 treinadas com o COCO
dataset [16].

ImageAl foi a biblioteca que proveu o modelo de Machine Learning utilizado inicialmente
no projeto para deteccao de imagens, a YOLOvV3, treinada no COCO dataset.

7.1.5 YOLO

YOLO - You Only Look Once (Vocé vé apenas uma vez), é um sistema de detecgao de
objetos em tempo real criado na Universidade de Washington [15].

A rede YOLOV3, que é a terceira versao da rede YOLO, foi o modelo utilizado neste
projeto inicialmente como o algoritmo de detecgao de objetos em imagens e videos. Mas o
uso da rede foi descartado quendo o escopo de estudo foi alterado.

8 Conclusao

O intuito deste projeto foi averiguar o comportamento de variagoes de infraestrutura em
Fog para o processamento de arquivos de video, buscando cendrios mais vantajosos em
termos do tempo de resposta, do custo de alocacdo e da qualidade do servigo oferecido
considerando situagoes onde o servico é consumido por usudrios que nao tenham o poder de
processamento em seus dispositivos locais, como celulares, tablets ou até mesmo notebooks
com processadores mais simples.

Uma das dificuldades encontradas foi a de encontrar um ambiente em Fog que pudesse
atender as demandas de depuragao - nosso servidor em Cloud do IC nao tinha o hardware
disponivel para executar algoritmos de Aprendizado de Maquina que utilizavam o framework
do TensorFlow, logo outra funcionalidade deveria ser utilizada como métrica, chegando-se
assim na andlise da extragao das faixas de dudio de clipes de video.



Anélise de Servidores em Fog 27

Considerando os tempos de processamento de instancia envolvida no estudo, fica evi-
dente que a capacidade de processamento da maquina em questao pode ter grande influencia
nos tempos totais de processamento até conseguir o resultado final desejado.

No caso, dentre os cendrios aplicados, observou-se que o poder de processamento no
Google Cloud era ligeiramente superior aos demais e poderia oferecer melhores respostas
para nossos cendrios com videos muito longos, onde o processamento dominava no tempo
total. Dessa forma, a alocacdo de mdquinas com capacidade de processamento maiores
pode trazer resultados melhores em termos do tempo de processamento. Todavia, alocar
maquinas mais potentes em servigos terceiros, agrega um custo maior a manutencao do
sistema, dado que os servigos nao sao gratuitos.

Um outro ponto importante é a proximidade do servidor com o cliente. Quanto mais
préximo estiver o servidor em questao, menor serd o tempo de comunicagao necessario.
Analisando os dois servidores utilizados, Google e IC cloud, apesar de em alguns casos o
tempo total do Google Cloud ter tido melhor desempenho que o Cloud do IC, se observarmos
apenas os tempos de transferéncias de dados, o Cloud do IC teve tempos de comunicacao
bem menores. Isso se deve ao fato dos testes terem sido realizados bem mais préximos da
infraestrutura do IC Cloud do que do Google Cloud.

O ideal é montar um cenério que se ajuste as necessidades de uma aplicacao real que
deseja ser implementada. Considerando uma aplicagdo no modelo cliente-servidor, caso o
cliente tenha pouco poder de processamento, ou nao possa realizar o processamento dos
arquivos por qualquer motivo que seja, os cendrios 1 e 3 passam a se tornar inviaveis,
deixando mais vantajosos os cenarios 2 e 4. E mesmo dentro desses cenarios, a andlise de
proximidade cliente-servidor, bem como custo de alocagao das maquinas pode definir qual
0 cendrio mais vantajoso.

Outro fator que pode influenciar na escolha do melhor cenario para implementacao é
se caso a aplicacao apenas precise fazer separagoes em videos pequenos ou videos grandes.
Para videos grandes, a capacidade de processamento tem maior relevancia, ja para videos
pequenos o tempo de comunicacdo ganha maior importancia. A implementacdo de Fog
pode ser vidvel em qualquer um dos casos, desde que durante a deliberacao certifique-se a
presenca do Hardware necessario para o suporte, e considerando o custo de alocagao das
maquinas para este servico.
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