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Resumo

O objetivo principal deste projeto foi explorar técnicas de classificagao de videos para
avaliar e qualificar dados sintéticos criados a partir de Modelos Generativos. Para isso,
explora-se quatro modelos para classificacdo: MobileNet [1], Resnet50 [3] e um modelo
de CNN proposta, com o intuito de validar dois cenérios de dados. Um cenario com
os dados originais e o segundo cenario com o acréscimo de dados sintéticos necessarios
para balancear os datasets. Assim, pode-se notar a influéncia dos dados sintéticos na
classificagao obtendo ganhos de até 6 % em acurécia.

1 Introducao

A evolucao dos meios digitais de comunicagao juntamente com o advento e popularizagao
da internet trouxe uma grande disponibilidade de dados. Em paralelo a isso, o desenvol-
vimento de hardware, como CPU (Central Processing Unit) ¢ GPU (Graphic Processing
Unit) possibilitou o desenvolvimento de tecnologias relacionadas a processamento de dados,
dentre elas, a Inteligéncia Artificial.

Modelos inteligentes, como Redes Neurais foram se aperfeicoando ao do tempo e assim
como sua complexidade. Chegando nas Redes Neurais profundas [4] na qual uma quanti-
dade exacerbada de dados é necessaria para que estes métodos possam produzir resultados
esperados (convergir). Para isso, hd uma vertente de estudos que trabalha na criagdo de
métodos que possam gerar novas amostras para treinamento e teste, que sao as Modelos
generativos profundos.

Redes neurais generativas adversariais (GAN) [5] introduzidas em 2014 podem ter gran-
des funcionalidades, detecgao de anomalias, criagao de dados sintéticos como imagens e voz,
por exemplo. Seu aprendizado se d4 de forma sem supervisao, na qual os dados nao contém
rétulos, e contém dois componentes principais: Gerador e um Discriminador. Em suma,
o Gerador é responsavel por gerar dados sintéticos a partir de a partir de ruido proveni-
ente de uma distribuicao de probabilidade conhecida e o Discriminador é responséavel por
diferenciar os dados sintéticos com os dados reais.
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Uma forma de avaliar a qualidade dos dados gerados é observar a influéncia destes em
algum processo de classificagdo.Ou seja, dada a eficiéncia de uma série de classificadores
com os dados originais compara-la com a eficiéncia destes classificadores (com os mesmos
parametros) com os dados sintéticos. Entao, pode-se observar se estes dados podem ser
utilizados para obter melhores resultados e consequentemente melhores modelos.

2 Trabalhos Relacionados

Em termos de classificacdo de video, existem muitos trabalhos publicados, um deles é
Beyond Short Snippets: Deep Networks for Video Classification [14] na qual aborda o uso
de redes neurais convolucionais [8] e redes neurais recorrentes [15], com uma arquitetura
profunda para combinar as imagens (frames) do video de forma sequencial. Utilizou-se a
combinacao de uma rede neural convolucional (CNN) e uma rede neural recorrente (LSTM),
ligando a saida da CNN na entrada da LSTM. Assim, utilizando dos datasets: Sports 1
milhao, com 73,1 % de acurécia, UFC-101 com 88,6 %.

Em sequéncia, outro trabalho importante, Large-Scale Video Classification with Convolu-
tional Neural Networks [16], que utilizou uma CNN na classificacdo de videos em grande
escala, utilizando uma forma de estender a conectividade de uma CNN no dominio do tempo
para aproveitar as informacoes temporais dos videos. Foi testado no dataset composto por
1 milhao de videos do Youtube subdivididos em 487 classes, obtendo 63,9 % de acurécia.
Para a geracao de dados sintéticos para o aumento seméantico de dados, o artigo: Generative
Adversarial Networks [5] propos uma nova estrutura,subdividida em um modelo generativo
é capaz de capturar a distribuicao de dados e um modelo discriminativo capaz de estimar
a probabilidade de uma amostra ter vindo dos dados de treinamento em vez do modelo
generativo. A forma de treinamento foi dada na forma de que o modelo generativo maxi-
miza a probabilidade do modelo discriminativo errar. Ambos os modelos sao redes neurais,
compostas por perceptrons em camadas e retropropagacao no processo de treinamento.
Descobriu-se, no artigo: Least Squares Generative Adversarial Networks [17], o discrimi-
nador, como um classificador com a funcao de perda cross entropy, que a essa abordagem
pode levar ao problema de perda de gradientes durante o processo de aprendizagem, ou
seja, nao chegando a um modelo convergente. Para consertar, o artigo propos que as redes
generativas adversariais com minimos Quadrados (LSGANs [17]) que adotam a funcao de
perda de minimos quadrados ao invés de cross entropy, com o intuito de reduzir a perda
de gradiente (divergéncia). Comparou-se as GAN’s [5] com as LSGANs em duas bases de
dados: LSUN e CIFAR-10.

Em GAN-based Synthetic Medical Image Augmentation for increased CNN Performance
in Liver Lesion Classification [15] explora-se utilizacao de Generative Adversarial Networks
(GAN’s) para a criacao de dados sintéticos médicos para que possa melhorar os resulta-
dos obtidos na classificacao. O banco de dados contém 182 imagens de lesdes hepéticas
dividindo-se em trés classes: Cistos, Hemangioma e metastase. Assim, utilizou-se métodos
de geracao de dados sintéticos para aumentar significativamente o niimero de amostras e
assim aumentar a acuracia e a qualidade do classificador. O resultado da classificagao so-
mente com dados reais foi uma acurdcia de 78.6 %. Apds a insercao de dados sintéticos, o



resultado foi de: 85.7 %

Data Augmentation Generative Adversarial Network [14] aborda-se o ganho em classificac¢ao
utilizando dados sintéticos criados a partir de modelos generativos. Para isso, utilizou-se
trés datasets: Omniglot, VGGFaces e EMNIST. O EMNIST é um dataset composto por
digitos em cada imagem, composto por 814.255 amostras divididas em 62 classes. Ja o
Omniglot, é um dataset composto por 1600 imagens contendo caracteres escritos a mao
divididos em 50 classes. E por fim, o VGGFaces é um dataset composto por 2.6 milhoes
de imagem divididos em 2622 classes. A partir disso, os resultados obtidos foram para
experimentos com poucos dados: Ganho de 13 % para Omniglot (de 69% para 82 %), de
2.1 % para o EMNIST (de 73.9 % para 76 %) e por fim, 7.5 % para VCCFaces (de 4.5 %
para 12 %).

3 Datasets

Para os experimentos para a classificacao de datasets com e sem dados sintéticos gerados
por redes neurais adversariais, utilizou-se dois principais datasets. O Cohn-Kanade [6]
dataset e MUG [7] (Multimedia Understanding Group) baseados em expressoes faciais.

3.1 Cohn-Kanade - Dataset

O The Cohn-Kanade AU-Coded Facial Expression é um dataset composto por videos
que representam expressoes faciais com 123 individuos (Classes de aparéncia) e 7 classes
de emocgoes, sao estas: Tristeza, surpresa, felicidade, medo, raiva, desprezo e desgosto. A
distribuicao de dados (Figura 1) mostra que o dataset é desbalanceado, tento as classes
Desprezo, Medo e Tristeza com uma quantidade de dados consideravelmente menor que as
outras, o que, pode ser problematico no processo de classificacao.
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Figura 1: Distribuicao de Dados do dataset CK



Para os experimentos com o aumento de dados, utilizou-se os dados sintéticos para que
o dataset pudesse ficar minimamente balanceados. Pode-se observar que, a distribuicao
de dados mostra um dataset minimamente balanceado quando hé a presenga de dados
criados, que pode ajudar diretamente no processo de classificacdo e também um aumento
consideravel no niimero de amostras. Seguem exemplos de dados gerados e dados sintéticos
gerados para o respectivo dataset:

(a) Classe Raiva Original  (b) Classe Raiva Sintético

(c¢) Classe Felicidade Origi- (d) Classe Felicidade
nal Sintético

(e) Classe Tristeza Original (f) Classe Tristeza Sintético

Figura 2: Exemplos de dados originais e sintéticos para o dataset CK.



3.2 Multimedia Understanding Group - Dataset

MUG - Multimedia Understanding Group dataset, ¢ um banco de dados que consiste
em videos de 86 individuos compostos por expressoes faciais. CompéGe os individuos 35
mulheres e 51 homens, todos de origem caucasianos. Para a criagao dos dados sintéticos
e para o processo de classificacdo considerou 6 classes principais, sendo elas: Surpreso,
Tristeza, Medo, Raiva, Desgosto, Felicidade. Assim a distribuicao do dataset ficou:

Grafico 2: Distribuicao de Dados do dataset MUG.
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Figura 3: Distribuicao de Dados do dataset MUG.

Os dados sintéticos foram criados para poder balancear minimamente o dataset, de forma
que pode-se observar sua influéncia direta na classificagao. E também, que em relagao ao da-
taset CK [6] o balanceamento do dataset MUG [7] é mais consistente, ou seja, precisou-se de
menos videos, proporcionalmente, para a balanceado dos dados, e portanto, a classificacao
dos CK [6] pode ter influéncia direta, j& que hd mais dados sintéticos do que originais no
banco de dados balanceado e, como visto na Figura 2, hd uma maior presenca de ruido nos
dados criados.

Segue, a Figura 4 que trds exemplos do dataset MUG [7].



) Classe Raiva Ori- (b) Classe  Raiva
gmal Sintético

(c) Classe Felicidade (d) Classe Felicidade
Original Sintético

(e) Classe Tristeza (f) Classe Tristeza
Original Slntetico

Figura 4: Exemplos de dados originais e sintéticos para o dataset MUG.

4 Metodologia

Para este projeto, foi realizada uma série de testes com os classificadores e com os
datasets citados.
A ideia principal é criar mecanismos comparativos para que possa-se analisar a influéncia de
dados sintéticos no processo de classificagao e consequentemente, poder avaliar a qualidade
dos dados criados. Para isso, a partir dos datasets MUG [7] e CK [6], realizou-se o processo
de classificagao destes, utilizando labels de emogoes.

SGD - Stochastic gradient descent e Learning Rate e Decay:
Em suma, o SGD [9] é um método iterativo que tem objetivo de otimizar uma fungao
objetiva. Ele utiliza amostras selecionadas aleatoriamente ou embaralhadas para avaliar os
valores dos gradientes, ou seja, tornando a descida do gradiente (otimizando a fungao até
um ponto minimal) melhor e mais precisa no ajuste dos pesos de uma rede neural.



Stochastic Gradient
Descent 0

Figura 5: Exemplo de Descida do Gradiente.

Ja o Learning Rate é um hiperpardmetro responsavel por controlar as taxas de atua-
lizacao dos pesos da rede em relagao aos gradientes de perda. Ou seja, quanto menor o valor,
mais devagar serd o processo de encontrar um ponto minimal no espaco de aprendizagem.
E um parametro que necessita de um ajuste fino sempre, ji que, embora um valor baixo
pode levar a um minimo, pode ser que a convergéncia de uma rede neural pode demorar
muito ou até mesmo ficar preso em uma regiao que nao ha um minimo. A cada iteragao
o valor do Learning rate é atualizado para que possa evitar o processo ficar preso em uma
depressao do espago de aprendizado e nunca atingir um minimo local, esse valor é o Decay,
ou seja, a taxa de atualizagao do learning rate a cada iteracao.

Droput, Regularizagao e Batch Normalization:

Dropout [11] é uma técnica que tem por objetivo principal reduzir sobre aprendizado(overfitting)
em redes neurais. E feito desligando conexodes entre neurdnios entre camadas a fim de evitar
que o um modelo se especialize no banco de dados.
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Figura 6: Exemplo de Dropout.



Regularizacao L2 [10] também é uma forma de evitar sobre aprendizado (overfitting).
Trata-se de uma forma de modificar o valor dos pesos a forma a punir pesos que estao fora
do esperado (outliers), evitando que estes possam influenciar diretamente no processo de
classificagao e gerando um modelo super especializado (overfitting).

Batch Normalization [12], diferente daquilo visto neste tépico, é uma técnica que tem
o intuito de ajudar na velocidade desempenho e estabilidade de redes neurais. E usada
para normalizar a saida de uma camada (entrada da camada subsequente) para que possa
melhorar no processo de ativacao.

A partir dessas configuragoes, os modelos foram treinados nos dois cenédrios: Com e sem
dados sintéticos. Na préxima secao, explora-se os resultados obtidos.

5 Modelo Generativo e Classificadores

Para a geragao dos dados sintéticos utilizou-se modelos generativos [5] e com os dados
gerados, para a classificac@o, utilizou-se trés principais classificadores: MobileNet [1], Res-
net [3] e uma CNN proposta para lidar com a pequena quantidade de dados do dataset
CK [6].

5.1 GAN: Generative Adversarial Networks

Em redes neurais generativas adversariais [5] (GAN), existem duas redes neurais que
compoem todo o modelo generativo, exemplo: Figura 7. A primeira é o gerador. Ela é res-
ponsavel por criar dos dados sintéticos a partir da distribuicdo de dados do dataset original.
A segunda rede é conhecida como discriminador, ela é responsédvel por diferenciar os dados
criados pelo gerador com os dados da distribuicao original. Ou seja, o gerador é responsédvel
por criar um dado que nao existe no dataset original e o discriminador é responséavel por
diferenciar este dado inexistente dos dados reais.

Training set V Discriminator

/ AN
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Generator - | /Fake image

Figura 7: Esquema de uma GAN [5] genérica.



Para a geracao de videos, ha a necessidade de outros modelos para a obtengao do video
completo. Assim, o gerador se subdivide em trés partes:

Uma das partes é responsavel pela captacao das caracteristicas de aparéncia dos dados
reais, como por exemplo: textura, distribuicao de cor, ruidos e bordas.

A segunda é responsavel pela captacao das informacoes relacionadas a temporalidade
do video, obtendo informacoes do movimento, como fluxo, por exemplo.

E por fim, a terceira é responsdvel por combinar esses dados e gerar um novo video.

Exemplo: Dado dois videos A e B: Passa-se o video A pela rede neural que retira as
informacoes de aparéncia. Passa-se o video B pela rede neural que retira as informacgoes de
movimento. A terceira rede neural é responsavel por combinar os dados obtidos pelas duas
redes e gerar um novo video C. No final do processo, os videos gerados sao passados pelo
discriminador para diferencia-los dos dados reais.

Agora, o modelo generativo utilizado no processo de criacao dos dados sintéticos é conhe-
cido como Monkey-Net [18], uma nova estrutura de aprendizagem profunda para animagao
de imagens. Dada uma imagem de entrada com um objeto alvo, no caso deste projeto o
objeto alvo de ambos os datasets sao individuos (pessoas), e uma sequéncia, um video, que
define um movimento de um objeto. O framework é responsavel por gerar um novo video
em que o objeto alvo é animado de acordo com a sequéncia apresentada no video de entrada.
O movimento é transferido a partir da detecgao auto-supervisionada de pontos de interesse
(keypoints) tanto no video (que contém o movimento) quanto na imagem que contém o
objeto alvo e também seu emparelhamento (o matching) para aplicar as deformacoes ne-
cessarias na imagem com o objeto alvo para cada frame do video de movimento. E assim,
adicionalmente, usa-se uma GAN para melhorar o realismo da sequéncia gerada, ou seja,
diminuir a quantidade de ruido produzida. A partir de todo esse pipeline, gera-se um video
final que contém a aparéncia da imagem de entrada com os movimentos do video de saida.
A arquitetura utilizada pode ser vista abaixo:

Motion Transfer:
Generator G

d Decodeil

Keypoint Detector A

Dense motion Network M

Monkey-Net

Figura 8: Arquitetura da Monkeynet representando o aprendizado para gerar animacoes
18].

Para o processo de classificagao, utilizou-se dois classificadores para cada dataset. A
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Mobilenet foi a rede neural comum entre ambos os dataset, com as configuragoes citadas
na subsecgao subsequente. Para o CK, utilizou-se uma CNN proposta, ji que, necessitava-
se de uma quantidade menor de parametros para o que pudesse convergir os modelos, ja
que a quantidade de dados disponivel para o Dataset CK é muito pequena e mesmo com
transferéncia de aprendizado, os modelos nao se comportaram bem. E para o MUG, foi
utilizada a Resnet50 [3], uma variagao da Resnet [3] com uma quantidade menor de camadas.

5.2 MobileNet

A MobileNet é uma poderosa rede neural, lancada em 2017, que tem tamanho reduzido
para aplicagoes mobile e um grande poder em obter resultados precisos.

Essa arquitetura dé-se por meio da convolugdo em profundidade (depthwise convolu-
tion [1]) que é dada por meio de um tunico filtro a cada e entdo a convolucdo pontual
(pointwise convolution [1]) é aplicada para combinar as saidas da convolu¢do em profun-
didade. Uma convolugao normal combina os dados de entrada em um novo conjunto de
dados de saida em um unico passo. Essa separagao, tem o intuito de diminuir o tamanho
do modelo, e assim, por exemplo, ser utilizada em dispositivos méveis.

M
Dy

D —N —

{a) Standard Convolution Filters

oo P (D P - CF

Dy -— M —

(b) Depthwise Convolutional Filters

e

(c) 1 x 1 Convolutional Filters called Pointwise Convolution in the con-
text of Depthwise Separable Convolution

Figura 9: Esquema MobileNet [1].

A MobileNet [1] foi utilizada para a o processo de classificacao para ambos os datasets.
Para o CK [6], um dataset, que contém uma pequena quantidade de dados (cerca de 5200
imagens, para 7 classes especificadas neste projeto), a MobileNet [1] neste caso teve um
congelamento de todas suas camadas, exceto para as camadas de Batch Normalization [12].
O congelamento completo tem por objetivo reduzir a quantidade de liberdade da rede
durante o treinamento (reduzir a quantidade de parametros, visto que o dataset é muito
pequeno). As préximas camadas da rede, ficaram:
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CamadasPrincipais ‘ Regularizacao ‘ BatchNormalization

GlobalAveragePooling2D | Dropout(0.4) Momentum(0.95)
Dense(7) LL2(0.0001) Nao

Tabela 1: Configuragao MobileNet para o DatasetCK [6].

J4 para o dataset MUG [7], h4 uma quantidade maior de dados para as classes selecio-
nadas, assim, utilizou-se uma configuragao da MobileNet [1] com uma maior quantidade de
parametros treindveis, para que assim, o modelo pudesse ser mais complexo e consequente-
mente produzir um resultado melhor. As configuragoes, ficaram:

CamadasPrincipais ‘ Regularizacao ‘ BatchNormalization
GlobalAveragePooling2D | Dropout(0.4) Momentum(0.99)
Dense(32) LL2(0.01) Momentum(0.99)
Dense(6) LL2(0.01) Nao

Tabela 2: Configuracao MobileNet para o Dataset MUG |[7].

5.3 Rede Neural Convolucional

Para a classificagdo do dataset CK [6] visto a pequena quantidade de dados disponiveis
por parte deste, fez-se com que cria-se uma arquitetura de uma rede neural convolucional
para a classificacdo do mesmo. Assim, a estrutura ficou composta por 5 camadas, sendo a
primeira camada inicial de entrada, uma camada convolucional em duas dimensoes com 8
filtros 3x3.

Ja as trés camadas subsequentes sao camadas convolucionais em duas dimensoes. A
segunda é composta por 16 filtros 3x3. J4 as proximas duas sao camadas com convolugoes
com kernels de tamanho 1x1, com 64 e 24 respectivamente. Por fim, hd camada final que
contém 7 neurénios de saida (nimero de classes). Segue a configuragado completa:

CamadasPrincipais ‘ Regularizacao ‘ BatchNormalization ‘ Ativacao ‘ Kernels

Conv2D Nao Nao relu 8 (3x3)
Conv2D LL2 Nao relu 16 (3x3)
Conv2D Dropout e LL2 Sim relu 64 (1x1)
Conv2D Dropout e LL2 Sim relu 32 (1x1)
Dense Dropout e LL2 Sim softmax Nao

Tabela 3: Configuracao Rede Neural Convolucional para o Dataset CK [7].

5.4 Resnet

A Resnet (Residual Networks) é uma rede neural introduzido em 2015 para o desafio de
classificacao de ImageNet. Resnet’s sao redes neurais extremamente profundas e produzem
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grandes resultados e métricas.

Para lidar com a grande profundidade, ja que este é um problema para a classificagao,
pois sua complexidade influi em uma dificuldade de convergéncia. Para resolver esse pro-
blema, introduziu-se o conceito de “skip”, que é pular algumas camadas de convolugao, ou
seja, ligar a saida de uma camada a uma outra camada seguinte que nao seja a subsequente.
Esses pulos ajudam ao gradiente nao desaparecer (um dos problemas de redes neurais muito
profundas) além de garantir que uma camada superior possa aprender tao bem quanto uma
camada inferior.

Average Pooling Dense
Convl Layer1
— y : Flatten
3 16 16 Layer?
32 Layer3
— ' ] Softmax
64
1
8
16
y
32 32 32

Figura 10: Modulo Resnet.

Assim, no processo de classificagao, utilizou-se uma Resnet menor (50 camadas) em
relacao a vencedora da disputa da ImageNet em 2015, com 152 camadas.

Para a Resnet50 [3], foi avaliada somente para o dataset MUG, para isso, houve o
congelamento da rede em 95 % da rede e houve a adigdo das seguintes camadas apds isso,
para completar o ajuste fino:

CamadasPrincipais ‘ Regularizacao ‘ BatchNormalization
GlobalAveragePooling2D Nao Momentum(0.95)
Dense(6) LL2(0.01) Nao

Tabela 4: Configuragdo MobileNet para o Dataset MUG [7].
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6 Resultados

Nos casos das redes prontas, foi utilizada a transferéncia de aprendizado com o ajuste
fino, a partir de um modelo pré-treinado em uma certa base de dados e entdo, pode-se
utilizar desses fatores para nao ter que refazer o treinamento todo da rede, que em redes
complexas, pode gerar casos de sobre-treinamento vista sua complexidade em relagao ao
tamanho da base de dados. Assim, utilizou-se cada umas das trés respectivas redes neurais
MobileNet [1] e Resnet [3] treinadas na base de dados do ImageNet.

Para todo o processo de classificacao, foram utilizados os parametros apresentados na
secao anterior. Além disso, para cada processo, utilizou-se de 50 épocas (nimero de vezes
em que o dataset completo é passado pela rede neural) e o batch foi de 32 (aproximando o
nimero de frames por video), como intuito de que em uma iteragao a rede veja todo o video).

6.1 Resultados para CK

Para o dataset do CK [6], utilizou-se dois modelos para classificacdo. A MobileNet [1],
utilizando a transferéncia de aprendizado juntamente com o ajuste fino e uma rede neural
convolucional proposta, com o intuito de analisar os resultados obtidos. A distribuigao
abaixo, com 120 videos, mostra os dados utilizados no processo de teste dos modelos para
o dataset:

Grafico 1: Distribuicao de Dados do dataset CK.
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liDados de Teste para o CK.

Para a Mobilenet, os resultados obtidos foram:
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- ‘ Raiva ‘ Desprezo | Desgosto ‘ Medo ‘ Felicidade | Tristeza | Surpresa

Raiva 0,38 0,00 0,15 0,15 0,23 0,00 0,08
Desprezo | 0,21 0,37 0,16 0,05 0,11 0,05 0,05
Desgosto | 0,14 0,00 0,43 0,07 0,07 0,07 0,21
Medo 0,22 0,00 0,11 0,39 0,06 0,17 0,06
Felicidade | 0,12 0,04 0,12 0,08 0,32 0,08 0,24
Tristeza | 0,38 0,00 0,15 0,00 0,00 0,31 0,15
Surpresa | 0,22 0,11 0,06 0,11 0,17 0,06 0,28

Tabela 5: Tabela de Confusao para MobileNet e CK sem dados sintéticos normalizada em
decimais.

Com a adicao de dados sintéticos no processo de treinamento, o resultado obtido foi de:

- ‘ Raiva ‘ Desprezo | Desgosto ‘ Medo ‘ Felicidade | Tristeza | Surpresa

Raiva 0,46 0,08 0,15 0,15 0,08 0,00 0,08
Desprezo 0,11 0,37 0,11 0,16 0,11 0,16 0,00
Desgosto 0,14 0,14 0,43 0,07 0,00 0,14 0,07

Medo 0,06 0,22 0,11 0,33 0,11 0,11 0,06
Felicidade | 0,04 0,00 0,12 0,16 0,36 0,12 0,20
Tristeza 0,08 0,23 0,00 0,08 0,00 0,54 0,08
Surpresa | 0,06 0,06 0,06 0,11 0,17 0,06 0,44

Tabela 6: Tabela de Confusao para MobileNet e CK sem dados sintéticos normalizada em
decimais.

Assim, a acurdcia normalizada obtida para a MobileNet [1] sem a adi¢do de dados
sintéticos foi de: 35,42 % E quando adicionou-se foi de: 41,50 %. J4, quando utilizou-se a
CNN, as matrizes de confusao foram:

- ‘ Raiva ‘ Desprezo | Desgosto ‘ Medo ‘ Felicidade ‘ Tristeza | Surpresa

Raiva 0,38 0,23 0,15 0,08 0,08 0,00 0,08
Desprezo | 0,16 0,37 0,11 0,11 0,16 0,11 0,00
Desgosto | 0,07 0,29 0,43 0,00 0,07 0,07 0,07

Medo 0,06 0,33 0,11 0,33 0,17 0,00 0,00
Felicidade | 0,08 0,20 0,12 0,08 0,28 0,08 0,16
Tristeza 0,00 0,38 0,15 0,08 0,00 0,38 0,00
Surpresa | 0,11 0,22 0,11 0,17 0,06 0,11 0,22

Tabela 7: Tabela de Confusao para MobileNet e CK sem dados sintéticos normalizada em
decimais.
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Com a adicao de dados sintéticos no processo de treinamento, o resultado obtido foi de:

‘ Raiva ‘ Desprezo | Desgosto ‘ Medo ‘ Felicidade | Tristeza | Surpresa

Raiva 0,43 0,14 0,07 0,07 0,14 0,07 0,07
Desprezo | 0,06 0,33 0,17 0,06 0,22 0,17 0,00
Desgosto | 0,07 0,07 0,57 0,00 0,14 0,00 0,07

Medo 0,11 0,17 0,11 0,28 0,11 0,11 0,11
Felicidade | 0,04 0,04 0,24 0,04 0,36 0,08 0,20
Tristeza | 0,00 0,23 0,08 0,00 0,15 0,38 0,15
Surpresa | 0,11 0,00 0,17 0,06 0,22 0,11 0,33

Tabela 8: Tabela de Confusao para MobileNet e CK sem dados sintéticos normalizada em

decimais.

Assim, a acurdcia normalizada obtida para a CNN sem a adi¢do de dados sintéticos foi
de: 36,32 % Ja na adicao foi de: 39,26 %

6.2 Resultados para MUG

Primeiramente para o dataset MUG [7], executou-se os os classificadores Mobilenet [1]
e Resnet50 [3]. Em ambos os casos, testou-se com e sem dados sintéticos. Para os testes,
considerou-se 265 videos, de acordo com a distribuigao:

Graéfico 4: Distribuicao de Dados de Teste para o MUG.
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Assim, apds o teste para a MobileNet [1], obteve-se as matrizes de confusao:
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- Supresa | Tristeza ‘ Medo ‘ Raiva ‘ Desgosto | Felicidade

Surpresa | 0,65 0,07 | 0,02 | 0,09 0,09 0,09
Tristeza | 0,13 0,45 | 0,08 | 0,13 0,08 0,15
Medo 0,05 0,07 | 0,47 | 0,16 0,05 0,21
Raiva 0,00 0,09 | 0,07 | 0,67 0,07 0,11
Desgosto | 0,00 0,05 | 0,03 | 0,10 0,77 0,05
Felicidade | 0,02 0,08 | 0,06 | 0,17 0,00 0,67

Tabela 9: Tabela de Confusao para MobileNet e MUG sem dados sintéticos normalizada
em decimais.

- Supresa | Tristeza ‘ Medo ‘ Raiva ‘ Desgosto | Felicidade

Surpresa | 0,67 0,09 | 0,09 | 0,00 0,09 0,07
Tristeza | 0,18 0,53 | 0,03 | 0,08 0,08 0,11
Medo 0,05 0,02 | 0,56 | 0,19 0,07 0,12
Raiva 0,13 0,04 | 0,04 | 067 0,02 0,09
Desgosto | 0,00 0,05 | 0,06 | 0,05 0,74 0,10
Felicidade | 0,06 0,10 | 0,06 | 0,02 0,08 0,69

Tabela 10: Tabela de Confusao para MobileNet e MUG com dados sintéticos normalizada
em decimais.

Obtendo assim uma acuricia normalizada de: 64,34 % com a adicao de dados sintéticos
e uma acurécia de 61,34 % para o dataset original.
Ja para o modelo da Resnet, obteve-se as matrizes de confusio:

‘ - Supresa | Tristeza ‘ Medo ‘ Raiva ‘ Desgosto | Felicidade

Surpresa, 0,64 0,07 0,02 0,07 0,11 0,09
Tristeza 0,13 0,50 0,08 0,13 0,08 0,10
Medo 0,09 0,07 0,42 0,23 0,5 0,14
Raiva 0,4 0,04 0,09 0,65 0,09 0,09
Desgosto 0,00 0,03 0,03 0,15 0,69 0,10
Felicidade 0,06 0,12 0,08 0,13 0,02 0,60

Tabela 11: Tabela de Confusao para Resnet e MUG sem dados sintéticos normalizada em
decimais.



- Supresa | Tristeza ‘ Medo ‘ Raiva ‘ Desgosto | Felicidade

Surpresa | 0,69 0,07 | 0,09 | 0,02 0,07 0,07
Tristeza | 0,08 0,55 | 0,15 | 0,08 0,05 0,10
Medo 0,05 0,02 | 0,51 | 0,19 0,09 0,14
Raiva 0,11 0,04 | 0,07 | 0,67 0,04 0,07
Desgosto | 0,03 0,05 | 0,08 | 0,03 0,74 0,08
Felicidade | 0,08 0,15 | 0,10 | 0,08 0,04 0,56
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Tabela 12: Tabela de Confusdo para Resnet e MUG com dados sintéticos normalizada em
decimais.

Com um valor de 58,41 % para o dataset original, e quando adiciona-se dados sintéticos,
o resultado obtido passa a ser de: 62,5 %.

7 Analise e Conclusao

Podemos observar que, ao adicionarmos dados sintéticos em todos os casos a acurdcia
do teste sempre aumenta, ja que, os datasets, principalmente o CK [6] ndo é balanceado, e
algumas classes, como Desprezo tém significativamente menor amostras que as demais em
relacao ao dataset original.

‘ - ‘ CK sem dados sintéticos ‘ CK com dados sintéticos ‘
MobileNet 35,42 % 41,50 %
CNN Proposta 36,32 % 39,26 %

’ - ‘ MUG sem dados sintéticos ‘ MUG com dados sintéticos ‘
MobileNet 61,34 % 64,34 %
Resnet50 58,41 % 62,50 %

Tabela 13: Resultados da classificagdo com e sem dados sintéticos

Primeiramente, para o dataset CK [6] houve a necessidade de trabalhar com uma quan-
tidade de parametros menor que para os demais datasets, ja que, a quantidade de dados
disponivel era consideravelmente baixa. Dado isso, podemos observar que a acuracia nao
ficou alta, dado a dificuldade de aprender sobre os dados. Porém, quando adiciona-se os
dados sintéticos, para a MobileNet [1], por exemplo, podemos observar que ha um ganho
de 6 %, ja que hd um aumento considerdavel no ntimero de dados. O mesmo ji nao ocorre
na CNN proposta, com um ganho de 3 %. Isso pode ser explicado que, um modelo como
MobileNet, utilizado no processo de transferéncia de aprendizado com ajuste fino, pode ofe-
recer melhores resultados e condicbes para o processo de classificacao, tendo os parametros
melhores adaptados ao problema.

J4, quando lida-se com os dados do dataset MUG [7] onde hd uma maior disponibilidade
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de dados, a acurécia é maior, ja que o modelo pode-se adaptar melhor a rede. Assim, para
a MobileNet [1], pode-se observar que houve um ganho de 3 % com os dados sintéticos.
Uma vez que, a MobiletNet nao é uma rede neural muito grande, entao o aumento de dados
nao pode ser significativamente melhor e também, o dataset ja estd um pouco balanceado
em relacao ao CK [6] por exemplo. Quando analisa-se a Resnet, mesmo a acuricia sendo
menor, hd um ganho de cerca de 4 %, também nao é muito grande, porém mostra que
em um classificador mais complexo com um maior grau de liberdade de aprendizado, uma
maior quantidade de dados pode ajudar sim no processo classificatério.

Assim, podemos concluir que, ao adicionar dados sintéticos para balancear datasets, os
resultados podem sim melhorar os classificadores, visto que, a falta de balanceamento de
datasets é um grande desafio no processo de classificagao, que pode piorar o desempenho de
um modelo. E também, podemos concluir que os dados criados tem uma étima qualidade,
ja que influenciaram diretamente no resultado da classificacao.
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