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Resumo

Esse trabalho tem como objetivo desenvolver um sistema capaz de realizar projegoes
dos precos de abertura de agdes de empresas participantes da BOVESPA e NASDAQ.
Para atingir tais objetivos foram criados scripts em Python utilizando bibliotecas es-
pecificas de aprendizado de maquina para criar duas propostas de solugao: uma baseada
em redes neurais recorrentes com tecnologia LSTM e outra com base na ferramenta open
source do Facebook, o Prophet. Com base nos resultados obtidos, percebeu-se que a
utilizacao de redes neurais recorrentes apresenta uma assertividade maior, chegando a
um erro de 5.21 RMSE para o dataset de teste no melhor caso, para agées da American
Airlines Group (AAL). Foi também constatado que a tarefa de previsao pode apresentar
um erro razoavel, porém, a identificagdo de tendéncias futuras é muito bem retratada
pelo algoritmo, o que mostra que o sistema possui utilidade pratica. A pesquisa também
constatou que o Prophet é uma ferramenta bem interessante no mercado, sendo utili-
zada na tomada de decisoes dentro do préprio Facebook. Os resultados obtidos foram
bem relevantes se olhado para um horizonte de previsao de aproximadamente 50 dias,
apresentando erro menor que 10 RMSE.

1 Introducao

Com a popularizagao da Inteligéncia Artificial, diversos investidores e pesquisadores tem
buscando criar solugdes, o mais assertivas possiveis, para realizar projecoes sobre o com-
portamento de agbes de forma a obter maior lucro a partir da negociagdo de agoes com
conhecimento prévio.

Além disso, com o numero cada vez maior de engenheiros e cientistas de computacao
trabalhando no mercado financeiro, cresceu a variedade de aplicagbes dos conhecimentos
adquiridos na universidade nessas areas. Um bom meio de se fazer isso é pensar em solugoes
tecnolégicos com base nas dificuldades enfrentadas nesses setores.

Finalmente, redes neurais tem sido utilizadas parta comprovar/refutar a Hipdtese de
Mercados Eficientes, que afirma que nenhum sistema poderia ser superior ao mercado,
porque, se tal sistema existisse, de alguma forma ele se tornaria piblico e qualquer individuo
poderia utiliza-lo, fato que diminuiria seu ganho potencial.

Dado o cendrio apresentado, o objetivo principal deste projeto foi a criacao de um sistema
baseado em aprendizado de maquina para prever os valores de abertura de agoes (a empresa
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mais trabalhada durante o projeto foi a American Airlines Group) e as tendéncias desses
precos. Para isso foi necessirio desenvolver um script em Python, fortemente baseados
na biblioteca keras e sklearn, para implementar uma rede neural recorrente baseada na
tecnologia LSTM (Long Short-Term Memory, ou em portugués, Memoria de Longo e Curto
Prazo). Arquiteturas distintas de redes neurais foram testadas e suas performances na
tarefa foram mensuradas.

As previsoes também foram testadas através da ferramenta Prophet. Para isso foi criado
um script em Python com utilizacdo da biblioteca fbprophet para a criagao das rotinas de
treino e cross validation do modelo. Sua performance também foi testada e avaliada, além
de comparada com a performance das redes neurais.

As proximas sec¢oes descrevem o problema e detalham a metodologia e resultados obtidos.
O contetido estd distribuido da seguinte forma:

e No capitulo 2 estao descritos os fundamentos do mercado financeiro, bem como as
hipdteses que regem essa area de estudo.

e No capitulo 3 estao descritos o funcionamento das redes neurais recorrentes. E deta-
lhado o que sao modelos sequenciais, as formulagoes matematicas das redes neurais e
o funcionamento de perceptrons LSTM.

e O capitulo 4 apresenta o Prophet, bem como seu funcionamento e motivacGes para
utilizagao.

e O capitulo 5 contém a explicacdo detalhada da metodologia utilizada para criar
os scripts em Python, tanto para a implementacao das redes neurais, como para o
Prophet. No capitulo 6 é mostrado os resultados obtidos com ambas as tecnologias.
Foram feitos diversos testes com diferentes cendrios de redes neurais e medido seus
desempenhos.

O capitulo 7 descreve as conclusoes obtidas com o estudo.

1.1 Objetivos

Esse projeto tem como objetivo estudar técnicas de aprendizado de maquina para atuar na
previsao dos precos de abertura de agdes para empresas participantes da BOVESPA (Bolsa
de Valores de Sao Paulo) e NASDAQ (Associacao Nacional de Corretores de Titulos de
Cotagoes Automaticas).

2 Fundamentos do Mercado Financeiro

2.1 A Hipotese de Mercados Eficientes

A Hipétese de Mercados Eficientes descrita por Fama (1970, 1991) se insere dentro da
Moderna Teoria de Financas. Essa teoria parte do pressuposto que, no processo de tomada
de decisdes, o homem é capaz de analisar todas as informacoes disponiveis e considerar
todas as hipdteses para a solugao do problema [I].
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Assim, um mercado de capitais é eficiente se ele explora todas as informagoes disponiveis
para a precificacao dos ativos. Portanto, os precos desse mercado refletem todas as in-
formagoes disponiveis de forma légica e instantdnea. Logo, como nao hd um lapso de tempo
entre a disponibilidade da informacao e sua disseminacao no mercado, nao ha como um
investidor obter vantagem sobre outro investidor [2].

Fama (1970, 1991) definiu trés formas de eficiéncia de mercado:

e Forma forte: qualquer informacao que se relaciona com o valor da acao, conhecida
por pelo menos um investidor, estard refletida no preco da acdo. Assim, os precos
das acoes refletem plenamente todas as informacoes existentes no mercado, sejam elas
publicas ou privadas.

e Forma semi-forte: os precos das acoes refletem todas as informacoes disponiveis
aos investidores. Dessa forma, nao é possivel obter vantagem no mercado com base
na andlise dessas informacoes, porque outros analistas ja fizeram isso e os pregos ja
foram ajustados.

e Forma fraca: os precos das agoes refletem todas as informagoes contidas no histérico
de precos, além de volumes ja negociados.

2.2 Testes de Eficiéncia de Mercado

De acordo com o modelo Random Walk de Disorntetiwat [3], as a¢des nao se comportam de
maneira previsivel, mas sim de maneira aleatéria, e por isso a melhor expectativa de preco
para o dia seguinte é o préprio periodo atual.

A fim de examinar quais estratégias de investimento serdao mais bem sucedidas no sentido
de gerar retorno, foram criados diversos tipos de testes de eficiéncia de mercado. Alguns
testes também avaliam os custos de transacoes e de provaveis execugoes.

Grandes estudos feitos a partir de 1970 tentam refutar o modelo do Random Walk. O
ramo de Financas Comportamentais, por exemplo, tenta mostrar que os pregos nao variam
de forma aleatodria, mas sim que seguem o principio de retorno a média, além de serem
altamente influenciados pela subjetividade do comportamento humano.

2.3 Métodos de Previsao de Acoes

Desde que o modelo de Random Walk nao seja completamente verdade, é valido estudar
e criar métodos de previsao do mercado de agoes, a fim de obter vantagens transacionais.
Esses métodos estao em constante evolugao nos ultimos anos, e gragas ao crescente poder
computacional, diversas anomalias no historico de precos estao sendo explicadas e adicio-
nadas em modelos tedricos.

Alguns desses métodos sao apresentados em seguida. Com eles é possivel ter uma nogao
de como evoluimos até as andlises de redes neurais.
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2.3.1 Analise Técnica

Afirma que os precos se movem em tendéncias ditadas pelas constantes mudancas de atitudes
de investidores em resposta a diferentes forgas. Utiliza o historico de movimento de precos e
volumes e outras caracteristicas, ignorando fatores externos, para prever o comportamento
de agoes [2].

Na andlise técnica, os investidores tentam identificar anomalias e tendéncias através
do estudo de gréficos. Acredita-se que essas tendéncias tem comportamento ciclico e sdo
baseadas nas leis de oferta e demanda. H& inimeros indicadores técnicos derivados desse
tipo de analise a partir dos quais podem ser inferidas regras de aplicacao e entradas em
redes neurais, como: indicadores de filtro, indicadores de volume, indicadores de momento,
andlise de curva de tendéncia, médias moveis, andlise de padroes etc.

2.3.2 Analise Fundamentalista

Procura informacoes nao sé referentes ao histérico de precos e volume, mas faz um estudo
profundo sobre a empresa, no qual se avalia seu panorama setorial, suas conjunturas macro
e microeconomicas, demonstragoes financeiras, capital humano da organizagao, balango
patrimonial etc.

Esse modelo tem vantagem sobre a andlise técnica pelo fato de que sua abordagem
permite prever mudancas antes que elas aparecam efetivamente nos graficos. Como as
companhia sao comparadas entre si e seus panoramas de crescimento sao comparados de
acordo com o ambiente econdémico, os investidores tornam-se mais familiares com o aspecto
geral da empresa e mercado.

Esse tipo de abordagem ¢é mais dificil de automatizar, utilizando redes neurais, por
exemplo, pela complexidade das anélises, subjetividade das informagoes coletadas, presenca
de fatores desconhecidos dos analistas e demora até que o resto do mercado interprete as
informagoes da mesma forma.

2.3.3 Séries Temporais

Séries temporais sao sequéncias de vetores x(t), onde ¢ representa o tempo. Analisar esses
elementos é identificar as caracteristicas e propriedades que descrevem o fenémeno gerador
da série [4].

A maior aplicagao da andlise de séries temporais é a geracao de modelos de previsao.
A partir de informacGes passadas da série e outras varidveis importantes ao problema é
possivel inferir com certo grau de confiabilidade valores futuros. O uso desses modelos de
previsao sdo fundamentais para diminuir os riscos nas tomadas de decisao.

As séries temporais foram extensamente utilizadas na implementacao desse projeto, e sao
trabalhadas especialmente com redes neurais recorrentes, que serao explicadas na préxima
secao.
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2.3.4 Teoria do Caos

A teoria do caos parte do pressuposto de que nao existe ordem em casualidade e por-
tanto acredita que um processo tem, ao mesmo tempo, caracteristicas deterministicas e
aleatérias [5]. Ela tenta explicar sistemas que sao cadticos, ou seja, processos nao-lineares
com caracteristicas aleatérias. Portanto, sistemas de redes neurais sao perfeitos para in-
terpretar esses sistemas, pois conseguem olhar tanto para o conjunto de informacoes de-
terministicas, que sao as informagoes historicas, como para as informacoes aleatérias, que
utilizam parametros estatisticos de uma dada funcao.

2.3.5 Sistemas Computacionais Especialistas

Existem diversas outras técnicas computacionais para auxiliar investidores a tomar decisoes
no mercado de agoes, entre elas estao os sistemas computacionais especialistas. Esses sao
usados na criagao de regras de negociacao baseadas em indicadores técnicos, ou na previsao
do comportamento de acdes com o auxilio de redes neurais.

A maior dificuldade nesses sistemas é que nem mesmo os investidores mais experientes
tem conhecimento em férmulas as regras com as quais esses sistemas trabalham, visto
que é muito dificil um entendimento completo do mercado. As redes neurais, no entanto,
apresentam aqui a vantagem de extrairem essas regras sem que seja necessario o completo
entendimento delas.

3 As Redes Neurais Recorrentes

3.1 Modelos Sequenciais

Redes neurais artificiais (RNA) representam um modelo de processamento que tem como
propésito imitar o funcionamento do nosso cérebro para resolver problemas. Atualmente,
gracas ao rapido avango tecnoldgico, podemos ver RNAs sendo usadas em uma variedade
de aplicagoes no mercado [6]. Os maiores motivos desse avango foram:

1. O avanco das GPUs tem melhorado drasticamente nosso poder computacional nos
ultimos anos, o que nos possibilitou aumentar vastamente a profundidade e tamanho
das camdas dos neurénios (perceptrons no contexto de redes neurais artificiais).

2. O fato de que agora redes neurais podem processar dados sequenciais tanto no input
como no output. Esse é o modo como nosso cérebro trabalha. Ele nao soluciona
problemas de classificagao bindrios para entender ideias complexas, mas sim formula
pensamentos baseados em sequéncias de informagoes e gera uma resposta também
baseada em sequéncias.

O processamento de dados sequenciais é possivel gracas aos modelos de sequenciamento,
categoria nas quais as redes neurais recorrentes - estrutura utilizada nesse projeto - se
encaixam.

Algumas aplicagoes onde modelos sequenciais sao tuteis nos dias de hoje sao:
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¢ Reconhecimento de voz: a entrada na rede é um clip de audio, enquanto a saida
é um texto. Ambos sdo dados sequenciais. A entrada por ser um dado que varia no
tempo, e a saida pode ser uma sequéncia de palavras.

e Geracgao de miusica: o input aqui pode ser diverso (um conjunto vazio, um in-
teiro representando o género musical, um conjunto de parametros denotando aspectos
musicais, etc.). O output é uma musica, caracterizada por uma sequéncia de notas
musicais distribuidas no tempo.

e Classificagao de sentimento: o input aqui é um texto que sera analisado e portanto
um dado sequencial, enquanto o output é uma classificacao, por exemplo, nimero de
estrelas de 0 a 5 para um filme.

e Anailise de sequéncia de DNA: o DNA ¢ representado por quatro letras do alfa-
beto, A, C, G e T, portanto podemos analisar em qual regido existe, por exemplo,
alguma proteina.

e Traducgao: o input é um texto em uma lingua, e o output o texto anterior traduzido
para uma outra linguagem.

e Reconhecimento de atividade em videos: o input é uma sequéncia de frames de
video e o output é a descricao do que as imagens estao mostrando.

e Predicao do comportamento do mercado de agoes: o input é a variacao das
acoes ao longo do tempo, e o output é o comportamento que essas agoes terao nos
préximos dias.

3.2 Redes Neurais Recorrentes

Para entender sobre redes neurais recorrentes, é interessante entender sobre redes neurais
feedforward. Essa é uma estrutura de aprendizado de maquina onde a informagao se move
em apenas uma dire¢do: camada de entrada (input layer) para as camadas intermediérias
(hidden layers) para a camada de saida (output layer), como mostrado na Figura|ll Como
a informacao se move de forma unidirecional através da rede, ela nunca passa duas vezes
no mesmo perceptron (né da rede) [7].

Redes neurais feedforward nao sao boas em resolver problemas que envolvem dados
sequenciais. Isso porque elas nao possuem nenhuma memoria do input que receberam
previamente, apenas o atual, nao existindo assim nocao de ordem no tempo ou relacao
entre duas entradas sequenciais.

Imagine um problema que receba como input um texto incompleto e tente adivinhar a
proxima palavra que melhor se encaixa no final da sentenca. Considere o texto:

”Hoje o dia estd nublado, com diferentes cores de nuvens no...”

Uma rede neural feedforward pode identificar que a palavra que completa a frase seja
”céu”, isso porque a rede nao precisa de nenhum conhecimento prévio para inferir isso. Ja
para a frase:
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Hidden
Input
Output

Figura 1: Arquitetura bésica de uma rede neural artificial.

” Assim que chegaram a Franca, Joao percebeu que ndo entendia uma palavra do que era
dito pelas pessoas de ld. Por sorte, Ana estava com ele. FEla € fluente em...”

Uma rede feedforward nao consegue inferir com precisdo qual a préxima palavra. A
rede pode até compreender que a palavra que segue a sentenca represente um idioma, mas,
para saber qual, ela deve levar em consideragao informagoes passadas. Mesmo sabendo que
anteriormente o pais da Franca foi referenciado, ela ndo consegue carregar essa informacgao
para as partes mais a frente no texto. Uma rede neural recorrente ja conseguiria inferir que
a palavra seguinte é ”franceés”, porque ela consegue ”lembrar”do conhecimento adquirido
anteriormente.

Melhor explicando, o que uma rede neural recorrente faz é que cada feature x de um
input alimenta a rede neural A (como a da Figura [2|) e gera um output ¢, quando a rede lé
a proxima feature, ela carrega alguma informacgao do passo anterior para gerar um output
e assim por diante até o final do dado sequencial, como é mostrado na Figura [2| [8] [9].

791
A H - [AlAAl——{A

S © & 6 - ©

Figura 2: Arquitetura béasica de uma rede neural recorrente. A imagem a esquerda é sua
forma simplificada, enquanto a direita é sua forma ”desenrolada”.

A Figura [3| apresenta, com com maiores detalhes, a estrutura de uma rede neural re-
corrente (RNN - Recurrent Neural Network). Toda vez que a rede neural computa o valor
de §<t> ela passa para o préximo step uma varidvel de ativacao a<'>, que é levada em
consideracio no calculo de §<!*1>. A RNN analisa os dados sequenciais da esquerda para
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a <0>

Figura 3: Rede neural recorrente com indicacao das matrizes de pesos utilizadas para
predicao.

a direita e os pesos usados para cada passo, dados pela matriz W,,, sao compartilhados
entre todos os passos. As conexoes horizontais sao governadas pela matriz de pesos W,
enquanto a responsavel pelo output é a matriz W,,.

Como ja foi citado, a RNN usa informacoes nao apenas do input correspondente, mas de
todos os outros anteriores, assim para prever §<3> foi levada em consideracio informacoes
de 3>, £<?> e <!>, Porém, ndo sdo levadas em consideracio informacdes posteriores
ao input correspondente, esse é o caso das redes neurais recorrentes bidirecionais (BRNN -
Bidirectional Recurrent Neural Network).

A RNN funcionando em forward propagation é regida entao pelas seguinte féormulas:

<> —§ (1)

A<t = g(Waaa <"1 + Woea<t> + b,) (2)

g = Q(Wyaa<t> + by) (3)

onde a<t> é a variavel de ativagdo, g() é a funcao de ativagdo sendo utilizada, b, é um

<t> <t>

fator de correcao para o calculo de a e by, ¢é o fator de correcao para o célculo de ¢

3.3 Backpropagation Através do Tempo

O exemplo anterior funciona em forward propagation. Para que a rede aprenda através do
backpropagation, é preciso uma funcao de custo. Para isso, serd definida seguinte funcgao:

L<t>(§<t>,y<t>) — _y<t>logy<t> _ (1 _ y<t>)log(1 _ g<t>) (4)

que ¢ a funcao de custo da regressao logistica padrao.
Para definir uma funcao de custo geral da sequéncia inteira, basta fazer o somatério das
funcoes de custo de 1 até T}, nesse caso T, = T;. Portanto:
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Ty

L(g,y) =Y (07, 4%) (5)
t=1

O computo do backpropagation é realizada coforme apresentado pelas setas vermelhas
da Figura [4

a <0>

Figura 4: Rede neural recorrente com backpropagation, mostrando a funcao de custo L para
cada timestep, assim como a funcao geral e as direcoes da backpropagation em vermelho.

3.4 Unidades de Memoéria de Longo-Curto Prazo (LSTM)

Até entao é possivel perceber que o output ¢ foi influenciado principalmente pelos valores
da sequéncia préximos a si. Por outro lado, hé situagoes em que as features possuem longas
dependéncias com dados mais distantes. RNNs béasicas nao sao tao eficientes em capturar
essas dependéncias de longo prazo, porque essas redes nao conseguem propagar para 0s
timesteps mais no passado o efeito dos pesos. Assim, para focar no problema conhecido
como “vanishing gradients”, quando a rede “esquece” o que aconteceu anteriormente e nao
consegue propagar as dependéncias através da sequéncia inteira, sdo usadas as LSTMs.

As LSTMs sdo um tipo especial de RNN; introduzidas por Hochreiter & Schmidhuber
(1997). Elas funcionam extremamente bem em uma grande quantidade de problemas e sao
extensamente utilizadas no mercado financeiro [10].

Diferentemente das RNNs padroes, as LSTMs possuem um médulo de repeticao, até
entdo composto por uma tnica camada de rede neural, um pouco diferente. Esses mdédulos
sao compostos por quatro camadas que interagem de forma especial, como pode ser visto
na Figura

O core da LSTM é o estado da célula, que é a linha horizontal que atravessa o topo
do diagrama. Ela atravessa a cadeia inteira sofrendo apenas pequenas alteragoes causadas
pelas estruturas conhecidas como “gates”. KEsses sao meios que opcionalmente deixar a
informacao atravessar a cadeia, e sao compostos por uma camada sigmoid e uma operacao
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?<t>
LSTM unit
Softmax
N
a(t)
C(t»1> c(t)
> >
Y a(t) \aﬂ)
¥ & -
f<t> u<(> c<t> °<r>
| Forget gate | I Update gate | I tanh | l Output gate |
aq-p

aid

Figura 5: Unidade de LSTM mostrando todos os componentes estruturais como estado da
célula, gates e operacoes matematicas.

de multiplicag@o. O sinal sigmoid tem como saida valores de 0 a 1, que representam deixar
o sinal passar inteiramente ou nao passar, respectivamente. Uma LSTM possui trés gates
como esse para proteger e controlar o estado da célula [11 [12].

O primeiro desses gates é o “forget gate”, que olha para o valor de a<!=1> e <> e gera
um nuimero de 0 a 1 para cada nimero no estado da célula . A férmula para o forget gate

3

e:

fr=o(Wila=71%, 2] + by) (6)

<t—1> <t>

onde Wy é uma matriz de parametros que recebe a
COTTecao.

e 2~'7, e by ¢ um valor de

O proximo passo é para decidir qual nova informacao serd armazenado no estado da
célula. Para isso ha duas partes: a primeira é uma camada sigmoid chamada “input gate”,
que decide quais valores serao atualizados, a segunda é uma camada tanh que cria um vetor
de novos valores candidatos, C<t>, que podem ser adicionadas ao estado, sendo:

ug = o(Wy[a<t71>, <] 4+ b,) (7)
C<t> = tanh(Wc[a<t_l>, <]+ b,) (8)
onde W, e W, sdo matrizes de parametros que recebem a<!=1> e <!> e b, e b. sdo

valores de corregao.
Na sequéncia, o antigo C<!~1> ¢ atualizado com um novo C'<*>, multiplicando o estado
antigo por f; e depois adicionando u; x C<t>. Portanto:

O<t> — fy C<t—1> Ty C£t> (9)

Finalmente, é decidido qual serd o output. Primeiro, roda-se uma camada sigmoid que
decide quais partes do estado farao parte da saida. Depois, submete-se o estado da célula
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a uma fungao tanh (resultando em valores entre -1 e 1) e multiplica-se a saida da fungao
sigmoid, de acordo com:

O<t> — U(Wo[a<t71>7c<t>] 4 bo) (10)
a<"” = o * tanh(C<*) (11)

Essa estrutura de gates permitindo o fluxo de informacgoes de um estado de célula é
0 que permite a solucdo de diversos problemas relacionados a modelos sequenciais com
dependéncias de longo prazo, como é o caso do problema de previsoes do mercado de agoes
proposto nesse relatorio.

4 Prophet

4.1 Introducao ao Prophet

O Prophet [I3] é uma ferramenta de previsdes open source do Facebook e disponibilizada
tanto em Python como em R. Ela foi concebida para facilitar a tarefa de forecasting que é
extremamente complexa tanto para maquinas quando para experientes cientistas de dados.
O Prophet é otimizado para realizar previsoes na area de negdcios, tomando como base as
tarefas encontradas no Facebook, que possuem as seguintes caracteristicas:

e Observagoes horarias, didrias ou semanais com pelo menos alguns meses ou anos de
base historica.

e Sazonalidades presentes: dia da semana e tempo do ano.
e Feriados importantes que sao previamente conhecidos, como campeonatos de futebol.
e Um numero razodvel de informagoes faltantes e outliers.

e Mudanca de comportamento histéricas, como quebra de uma companhia ou langamento
de um produto.

e Tendéncias que nao sao lineares, onde a tendéncia atinge um limite natural ou um
ponto de saturagao.

Portanto, essa ferramenta torna-se interessante para realizar previsdes no mercado de
acoes, que ¢ um ambiente que se enquadra em quase todas as caracteristicas listadas acima.
4.2 Como o Prophet Funciona

Como parte central, o Prophet funciona como um modelo de regressao aditivo com quatro
componentes principais:

e Uma tendéncia de curva de crescimento linear ou logistica. O Prophet detecta mu-
dancas em tendéncias selecionando diferentes pontos dos dados.
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e Um componente sazonal anual modelado usando séries de Fourier.
e Um componente sazonal semanal modelado usando variaveis explicativas.

e Um ntimero razodvel de informagoes faltantes e outliers.

Uma lista de feriados provida pelo usuério.

O que resulta em um modelo bem interessante para previsoes que possuem alta sazona-
lidade e que algumas informagoes, como feriados, ja foram pré-estabelecidas.

4.3 Utilizagao do Prophet em Séries Temporais

O projeto em questao nao usou o Prophet na sua forma mais completa, por exemplo, através
de inputs de uma lista de feriados como parametro. O Prophet foi utilizado neste contexto
para fazer previsoes de séries temporais, mais precisamente, flutuacdao do mercado de agoes.

O modelo, que consiste em dados histéricos do preco de abertura de algumas agoes, foi
treinado através do Prophet. Apéds esse passo foi aplicada a técnica de cross validation,
utilizando as ferramentas de diagnodstico do Prophet. Avaliar performance em séries tempo-
rais é diferente do que fazer isso em outros tipos de datasets com varidveis independentes,
porque esses podem ser divididos em segoes de treino, validacao e teste enquanto aqueles
nao podem. Para realizar a cross validation, o Prophet usa o que é chamado de dados de
cutoff. Para cada dado de cutoff, o modelo é treinado usando dados exclusivamente antes
desse dado. As previsoes sao entdo realizadas em um intervalo de tempo apds o cutoff. Esse
intervalo é conhecido como horizonte e as métricas de erro sao calculadas comparando as
previsoes com os valores reais [13]. Esses parametros podem ser melhor interpretados com
a Figura [0]

Através do utilitario performance_metrics do Prophet é possivel calcular o erro sobre
a previsao em diferentes métricas, como erro quadrético relativo (RSE), a raiz do erro
quadrético médio (RMSE), erro absoluto médio (MAE) e erro percentual absoluto médio
(MAPE). Esse erro é calculado como fungao da distancia do cutoff, dada pelo horizonte,
como podemos ver através da Figura que é o output da funcao plot_cross_validation_metric [14].

O Prophet consegue ser uma ferramenta bem poderosa para analises de séries temporais,
tendo performance superior a muitas solucoes interessantes no mercado, como a ARIMA.

5 Metodologia

5.1 Redes Neurais Recorrentes baseadas em LSTM
5.1.1 Dados de Entrada

Para este projeto, os dados utilizados referem-se a séries histéricas de agées da BOVESPA
(Bolsa de Valores de Sao Paulo) e NASDAQ (Associacao Nacional de Corretores de Titulos
de Cotagoes Autométicas), que transaciona milhares de ac¢oes de diferentes empresas.
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Figura 6: Procedimento de Cross Validation do Prophet atuando sobre uma base de dados.
Pode-se ver os parametros de cutoff e o horizonte, bem como o parametro chamado de
inicial, que representa o tamanho do primeiro cutoff. Os pontos pretos sdo os dados reais e
o azul é a previsao realizada pelo Prophet.
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Figura 7: Erro percentual absoluto médio (MAPE) da previsao em cross validation do
Prophet para quanto mais distante do cutoff a previsao fica, ou seja, em fungao do horizonte.

Esses dados sao facilmente coletados do Yahoo! Finance, que disponibiliza os dados
histéricos em arquivos .csv com as informacoes de abertura, maxima, minima, fechamento,
fechamento ajustado e volume em uma escala de tempo didria.
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Para tratar esses dados, foi criado um script em Python para limpar os dados e adiciona-
los a uma estrutura de DataFrame da biblioteca pandas, como pode ser observado na Figura
Visualizando esses dados em forma de grafico (Figura E[), através da biblioteca plotly, é
possivel perceber que os valores sao muito préximos entre si, e é por esse motivo que a rede
neural construida leva em consideracao uma série temporal univariada, e que, portanto, s6
possui um tnico escalar como elemento de observacgao.

Open High Low Close AdjClose Volume

Date

2005-09-27 21.05000 21.40000 19.10000 19.30000 18.58854 961200
2005-09-28 19.30000 20.53000 19.20000 20.50000 19.74430 5747900
2005-09-29 20.40000 20.58000 20.10000 20.21000 19.46499 1078200
2005-09-30 20.26000 21.05000 20.18000 21.01000 20.23550 3123300

2005-10-03 20.90000 21.75000 20.90000 21.50000 20.70743 1057900

Figura 8: DataFrame tratado com a biblioteca pandas mostrando os primeiros valores da
base de dados do Yahoo! Finance para as a¢oes da American Airlines Group (AAL).
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Figura 9: Grafico das principais varidveis dos dados historicos da empresa American Airlines
Group plotado com o auxilio da biblioteca plotly.

5.1.2 Normalizagao dos Dados

Como a rede neural trabalha com uma série temporal univariada, mais especificamente com
os dados de abertura das agoes, o DataFrame foi transformado em um Array da biblioteca
numpy com apenas essa varidvel indexada pela data.
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Para normalizar esses dados foi utilizada a funcao MinMaxScalar da biblioteca sklearn,
prépria para machine learning. Essa funcao tem como objetivo mapear os dados a serem
normalizados no intervalo [0, 1]. Assim, o maior valor do array que esta sendo normalizado,
receberd o valor de 1, e o menor, o valor de 0, os valores intermediarios serao transformados
em numeros dentro desse intervalo.

A normalizacdo é um passo importante para se trabalhar com redes neurais, além de
agilizar o processo de gradiente descendente, evita que o algoritmo tome decisoes erradas
devido ao grande intervalo de valores das varidveis utilizadas.

5.1.3 Defasagem dos Dados

Uma préxima modificagao que os dados passam é no sentido de transformar a série temporal
em um problema de regressao. Para isso, é feito o que é conhecido como “defasar” o dado, ou
seja, para cada linha do nosso dataset, vamos adicionar uma quantidade pré-determinada,
chamada de lag, de varidveis contendo informacoes de dados anteriores no tempo. Por
exemplo, se o lag for igual a 3, para cada linha de informacgao, no tempo ¢, de abertura da
acao, serao adicionadas mais duas varidveis com os valores de abertura de t — 1 e t — 2,
fazendo com que cada linha seja uma tupla contendo [t, t-1, t-2].

Desta forma, a rede neural consegue olhar para mais do que um dia para fazer a pre-
visao, porém, ha controvérsias se defasar o dado realmente melhora a performance da rede
neural [I5].

5.1.4 Criacao da Rede Neural

O problema proposto faz uso de séries temporais com um input muito grande, e para a
previsao ser o mais assertiva possivel, a rede neural deve levar em consideragao os inputs
desde o comeco do dataset. Por esse motivo, foi escolhido uma rede neural com base em
LSTMs.

Para a criacao da rede, foi utilizada a biblioteca keras, que é especializada em deep
learning. Primeiro foi instanciado um modelo sequencial, visto que estamos trabalhando
com séries temporais. Em seguida, foram instanciados um numero de perceptrons com
médulo de repeticao de uma LSTM. Esses perceptrons possuem fungao de ativagao softmax
e fungao recorrente de ativacao relu.

A funcao de ativagao é aquela que aparece na equagao [3] e que funciona como output
para o valor de y<!>. A funcao softmaz atribuida a essa ativacdo tem como objetivo mapear
os valores no intervalo [0, 1], assim como a fungao sigmoid. Porém, ela também divide cada
output até que a soma de todos eles seja 1. Matematicamente a funcao de softmax estd
representada na equacao onde z é o vetor de inputs e j é o indice dos elementos do
vetor [16].

e

a Sy e

Ja a funcaéo de ativacao relu é aquela que aparece na equacao [2| e que funciona para
gerar o valor de a<*>. A funcao relu aplicada aqui utiliza rectified linear units, que gera

o(2); (12)
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um valor igual a 0, caso o input seja negativo, e um valor igual ao input, caso seja maior
ou igual a 0. Esse tipo de fungao de ativacao esta sendo cada vez mais usado no lugar da
funcao sigmoid. Ela é a forma mais simples de ativagao nao-linear existente, pois quando o
input é positivo, a derivada é simplesmente 1, portanto nao ha o efeito squeezing encontrado
em erros com backpropagation como ha na fun¢ao sigmoid. Um estudo da Universidade de
Toronto [I7] comprovou que relu resulta em um treinamento muito mais rapido para redes
muito grandes. Matematicamente, a funcao relu esta representada na equacao

f(z) = max(z,0) (13)

Em seguida, foi instanciado um perceptron do tipo Dense com 1 unit, que recebe os
inputs da rede de LSTMs e devolve um array de tamanho 1 com o valor da previsao do
preco de abertura da acdo. A funcao de ativacao utilizada aqui é a linear, que simplesmente
devolve o valor do input recebido.

A Figura mostra a estrutura da rede neural construida. O nimero de features, <!>,
é dado pelo tamanho da defasagem dos dados, lags. A quantidade de perceptrons LSTM é
definida no modelo, e portanto a quantidade de valores preditos pela camada LSTM, y<t>.
O modelo é composto por um perceptron do tipo Dense que recebe as informagoes de todos
os y<!> e retorna a resposta final, 7. As funcoes de ativacdo estdao indicadas nas setas de
fluxo da informacgao.

LST™M — LSTM | ——| LSTM |——| LSTM LSTM

Figura 10: Gréfico com o modelo de rede neural construido no projeto. As features de
entrada sao dadas por <!>, as previsdes da camada LSTM por y<!>, e a previsao final por
r. As fungbes de ativacio estdo indicadas nas setas de fluxo da informagéo.
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5.1.5 Treinamento da Rede Neural

Ap6s a criagao da rede neural, foi feita a compilacao dessa rede através do comando compile
da biblioteca keras. A funcao de custo, que é a funcio que tenta ser minimizada pela rede
neural, escolhida foi a de erro quadratico médio.

Apés compilar a rede, foi realizado o treinamento dela com o dataset de treino, que
corresponde aos primeiros 70% da série histérica de agdes da empresa escolhida. Esses 70%
precisam ser sequenciais a partir do ponto mais antigo dos dados, ja que estamos lidando
com um problema de séries temporais. Foi também passado como input do treinamento, o
dataset de validacao, ou teste, que sao os préoximos 30% da série histérica.

Além do dataset, sdo passados mais dois inputs: epoch e batch size. A epoch, ou época, é
a quantidade de vezes que os dados de treino sao passados inteiramente pela rede neural para
treind-la. Portanto, se o nimero de épocas é definido como 1, a rede neural treina o modelo
passando os dados apenas uma vez por seus perceptrons. Porém, se o nimero de épocas
¢ 2, a rede neural passa os dados de treino duas vezes pelos perceptrons, a fim de deixar
a rede mais bem treinada. Apds cada época a rede é testada com os dados de validacao,
se a funcao de custo nao diminuir, o learning rate o do passo de gradiente descendente é
dividido pela metade, a fim de treinar o modelo melhor [I§].

O batch size é o tamanho do lote do dataset que é passado para a rede neural Uma vez
que é impraticdvel passar todo o dataset para a rede neural de uma vez sé, pelo grande
volume de dados, o mesmo é dividido em diversas partes que sao os batches.

Em seguida, é necessério entender se esse modelo estd com um bom fit, ou seja, ndo estd
sofrendo overfitting e nem underfitting. Ouverfitting é quando o modelo foi demasiadamente
treinado, a ponto de conseguir fazer previsdes com erros baixissimos para os dados que
foram treinados, mas quando um novo dado é apresentado, o erro é alto. A rede aprendeu
a memorizar os exemplos de treino, mas nao aprendeu a generalizar esse conhecimento para
novas informacoes. O problema de underfitting é justamente o oposto, é quando a rede foi
tao pouco treinada que nao consegue fazer previsoes assertivas.

Para enderecar esse problema foi analisado o comportamento do modelo revisitando
sua performance a cada época. Quando a rede é treinada, ela retorna uma varidvel cha-
mada history, que contém informacoes da funcao de custo definida na compilacao. Essas
informacdes sao colhidas a cada época tanto para os exemplos de treino, quanto para os da-
dos de validacao. Com posse dessas informagoes é possivel identificar se o modelo esta bem
treinado ou nao. Se o modelo estd underfit ele apresentard uma performance ruim tanto no
treino, quanto na validagao. Se o modelo estd overfit ele terd uma excelente performance
no conjunto de treino mas, a medida que o modelo continua a ser treinado, a acuracia no
conjunto de validacao piora pois a rede se torna especialista no conjunto de treinamento.
Um bom modelo é aquele treinado até o ponto em que a fungao de custo retorna curvas de
decaimento préximas para os exemplos de treino como para os de validacao (Figura [19].

5.1.6 Predicao dos Valores

Finalmente, foram realizadas as predicbes com a funcéo predict da biblioteca keras. O
retorno dessa funcao ja é um array de previsoes. Esse array precisa passar por uma trans-
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Figura 11: Gréfico da fungao do custo atingida pelo treinamento do modelo de rede neural
baseada em LSTMs com um ntmero 6timo de épocas, atingindo o best fit.

formacao inversa a fim de retornar seu valor para um formato inverso ao obtido pela funcao
MinMazScaler na fase de normalizagao.

Para cada dataset, sao feitas as predigoes dos dados de treino, de teste e os dados reais.
O gréfico obtido é apresentado na Figura

5.2 Prophet
5.2.1 Dados de Entrada

O procedimento aplicado para tratar os dados de entrada para o Prophet sdo iguais aos
apresentados para a rede neural recorrente na secao anterior. Aqui o dataset também vem
da fonte Yahoo! Finance e a variavel escolhida para treinar o modelo e ser prevista é a de
abertura da acao ao longo dos dias. Também trabalhamos com séries temporais univariadas
no Prophet.

5.2.2 Treinamento e Previsao

Como mencionado anteriormente, o Prophet foi criado com o intuito de facilitar a tarefa de
fazer previsoes, gerando valores confiaveis e assertivos. Por esse motivo, é extremamente
facil treinar um modelo e criar previsoes a partir dele com essa ferramenta. Para treinar o
modelo, basta utilizar a fungao fit, que recebe como parametro o dataset de treino. Com a
funcao make_future_dataframe é possivel determinar o nimero de dias no futuro que terao
seus valores previstos, portanto essa funcao recebe como parametro essa quantidade de dias,
chamada de periods.
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Figura 12: Grafico com as previsoes obtidas pela rede neural para os dados de treino e de
teste, além da curva dos dados reais.

Finalmente, é feita a predicao desses valores futuros com a funcao predict. Essa funcao
retorna um DataFrame com as informacoes de previsao, g, o limite superior da previsao,
Yupper, € 0 limite inferior, Jipwer-

A visualizacdo da previsao é feita plotando-se as informacgoes retornadas pela funcio
predict. Na Figura[13]é possivel ver um exemplo da previsao feita pelo Prophet. Os pontos
pretos representam os valores reais do dataset utilizado, no caso em questao os valores dos
precos das agoes de uma empresa especifica, a linha azul representa os valores previstos pelo
modelo e o sombreamento azul em torno da linha representa os limites superior e inferior
da previsao.

5.3 Cross Validation

Foi explicado anteriormente que o Prophet inclui a funcionalidade de cross validation para
medir o erro da predigao usando séries histéricas. Também mencionamos que isso é feito
através da selecao de pontos de cutoff. O modelo é treinado para todos os pontos da série
antes do ponto de cutoff e em seguida faz a previsao para um intervalo de tempo apds esse
ponto, conhecido como horizonte. Apds a previsao, o cross validation pega o préximo ponto
de cutoff que estd a uma quantidade de pontos a frente do tltimo cutoff, essa quantidade é
definida pela varidvel period. O primeiro ponto de cutoff é definido pela varidvel initial [14].

Para iniciar o método de cross validation, as varidveis initial, period e horizon devem
ser definidas. O padrao utilizado no projeto foi que initial é 60% do tamanho do dataset
completo, enquanto period e horizon sao 5% e 10%, respectivamente.
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Figura 13: Gréfico com a previsao obtida pelo Prophet para uma série temporal univariada.
Os pontos pretos representam os valores reais do dataset, a linha azul representa os valores
previstos pelo modelo e o sombreamento azul em torno da linha representa os limites superior
e inferior da previsao.

Em seguida, o modelo é treinado com a funcao fit, detalhada anteriormente. Para rodar a
ferramenta de diagnédstico de cross validation € utilizada a funcao diagnostics. cross_validation
e sao passados como parametros o modelo treinado e as variaveis initial, period e horizon.

Para imprimir o diagnéstico com o erro desejado é usada a funcao plot_cross_validation_metric,
que recebe como parametro o output da funcao diagnostics.cross_validation, a variavel me-
tric, que define o tipo de erro a ser utilizado na medicao, e a varidavel rolling_window,
que define a razao de dias que sera usada para calcular os erros usando médias moveis.
Por padrao, a rolling_window é 10% do tamanho do dataset, o que significa que 10% das
predicoes serao incluidas em cada janela.

Plotando-se o grafico de cross validation referente a previsao feita na Figura [13| para o
tipo de erro raiz do erro quadratico médio (RMSE), tem-se o gréfico da Figura [14]

6 Experimentos e Resultados

6.1 Introducao

Este capitulo apresenta os experimento realizados e a andlise dos resultados obtidos na
implementacdo do projeto. As simulagoes foram iniciadas com a rede neural recorrente
baseada em LSTM. Foram gerados varios testes com parametros distintos. Durante os
testes, foi sendo alterado o nimero de defasagem dos dados, o nimero de épocas a fim de
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Figura 14: Gréfico de cross validation realizado pelo Prophet para o modelo treinado com os
mesmos dados da Figura[I3] Os valores das varidveis initial, period, horizon e rolling-window
sa0, respectivamente, 60%, 5%, 10% e 10% do tamanho total do dataset. Foi utilizada a
raiz do erro quadratico médio (RMSE) como medigao.

atingir o best fit do modelo, as funcoes de ativacao e ativacao recorrente dos blocos LSTM,
o numero de perceptrons LSTM, etc. Em seguida, foi feita uma simulagdo da previsao e
do erro RMSE obtidos pelo Prophet para o mesmo conjunto de dados usados para a rede
neural.

O objetivo dos experiementos é entender o impacto dos diversos parametros na previsao
dos dados. Além disso, gerar material suficiente para compararmos os resultados obtidos
pela rede neural LSTM e aqueles do Prophet.

6.2 Rede Neural Recorrente

O primeiro teste com a rede neural recorrente baseada em LSTM foi realizado com a série
histérica de precos da American Airlines Group. Esse dataset possui 3207 pontos dis-
tribuidos em uma base de tempo didria que vai de 27-09-2005 até 22-06-2018. A varidvel do
dataset que foi utilizada na rede é a de abertura do preco da acao, assim, o sistema trata
uma série temporal univariada.

Em seguida, a normalizacao MinMaxScaler é aplicada, além da defasagem dos dados
em 3 unidades de tempo, lags. O dataset é dividido em treino e teste, sendo o treino os
primeiros 70% da série temporal e o teste os ultimos 30%.

Para a criagao da rede neural nesse primeiro teste, foram instanciados 5 perceptrons
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do tipo LSTM com fungao de ativagao e ativacgao recorrente dos tipos relu e hard_sigmoid,
respectivamente. Além disso, foi criado um perceptron do tipo Dense com 1 unit e com
funcao de ativacgao linear para gerar a previsao do preco de abertura da agao.

O modelo foi treinado levando em consideragao 5 epochs e batch size 100. Quando o
grafico da fungao de custo dos dados de treino e teste foram plotados, o resultado da Figura
foi observado, o que indica que o modelo estd underfi pois ambas as curvas ainda estao
em decaimentot.

model train vs validation loss
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Figura 15: Gréfico da fungdo de custo dos dados de treino e teste, da empresa American
Airlines Group em funcao do ntimero de épocas do modelo. Pode-se perceber que o modelo
estd apresentando underfitting.

Foi entao aumentado o niimero de épocas para 12 para tentar deixar o modelo melhor
treinado. O grafico obtido (Figura mostra que o modelo esta préximo ao best fit, uma
vez que as funcoes de custo do treino e do teste aproximam-se na época 12.

Em seguida, os dados de treino e teste foram passados como input para a rede neural
prever os valores de abertura das acoes. Para os exemplos de treino, o RMSE obtido foi de
7.64, enquanto que para os exemplos de teste, o RMSE foi de 9.29, o que faz sentido, uma
vez que o modelo é treinado com os dados de treino e, portanto, deve apresentar melhor
resultado na previsao desse grupo.

A Figura [I7] mostra uma visualizacdo dos dados obtidos pela predicao da rede neural
LSTM com base nos dados anteriores. A Figura |18 mostra a mesma curva, porém apenas
para os dados de teste.

O segundo teste, tem como principal objetivo mudar o nimero da defasagem dos dados
de 3 para 10 lags. Para obter o best fit o nimero de épocas foi reduzido para 3. Porém,
como é possivel observar na Figura a curva de custo dos dados de treino cai muito
abruptamente, o que pode nao ser bom para o modelo.
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Figura 16: Gréfico da funcao de custo dos dados de treino e teste, da empresa American
Airlines Group em func¢ao do nimero de épocas do modelo. Pode-se perceber que o modelo
estd em seu best fit.
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Figura 17: Grafico da predicao da rede neural LSTM em seu primeiro teste.

Nesse segundo teste, a rede obteve RMSE igual a 7.30 para os exemplos de treino e
RMSE de 13.10 para os dados de teste. Em relagao ao teste anterior, esse apresentou um
fit melhor para o treino, o que faz sentido com o aumento de lags, mas tem uma piora na
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Prediction quality: 86.39 MSE (9.29 RMSE)
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Figura 18: Grafico da predicao dos dados de teste da rede neural LSTM em seu primeiro
teste.

model train vs validation loss

05 -
train
- validation
0.4 -
0.3 -
(]
(7]
o
0.2 -
0.1 -
1 I I I I I 1 I I
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

epoch

Figura 19: Gréfico da fungdo de custo dos dados de treino e teste, da empresa American
Airlines Group em funcao do ntimero de épocas do modelo. Os dados utilizados nesse
modelo estao com defasagem igual a 10 lags. Pode-se perceber que a curva de custo dos
dados de teste cai muito abruptamente, o que pode nao ser bom para a previsao de valores.
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previsao dos dados de teste. Esse caso mostra que o aumento da defasagem dos dados nao
¢é benéfico para a assertividade do modelo.

Para o proximo teste, o valor de defasagem de 3 lags foi retomado, porém, agora as
funcoes de ativagao e ativacao recorrente dos blocos LSTM sao softmaz e relu, respecti-
vamente. Isso porque essas fungoes sdo teoricamente mais adequadas para esse tipo de
problema. O numero de épocas escolhido foi 10, por apresentar o melhor fit.

O erro deste experimento para os dados de treino foi de 6.20 RMSE, e para os dados de
teste, de 8.09 RMSE. J4 é possivel ver uma melhora consideravel nesse teste em relagao aos
anteriores, o que mostra a importancia em escolher o melhor tipo de funcao de ativacao.

O ultimo teste leva em consideracao um nimero muito maior de blocos LSTM. Enquanto
os testes anteriores tinham 5 perceptrons LSTM, esse possui 300. O ntmero de épocas
ideal é 33, alcancando assim o melhor fit. O erro dessa rede para os dados de treino é de
apenas 3.35 RMSE, e para os dados de teste, de 5.21 RMSE. Isso mostra a importancia
da complexidade da rede para prever resultados mais assertivos. Os graficos da previsao
dos precos de abertura da American Airlines Group por essa rede pode ser observado nas

Figuras 20] e [21]

LSTM Recurrent Neural Net
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Figura 20: Grafico da previsao do modelo de rede neural com 300 perceptrons LSTM com
funcoes de ativagao e ativacao recorrente iguais a softmazx e relu, respectivamente.

A partir dos experimentos foi possivel perceberque todos os modelos tem uma taxa de
acerto de direcao muito alta. Mesmo os primeiros testes, em que os modelos possuem um
erro RMSE consideravel. Uma taxa de acerto de diregao implica que o modelo pode nao
acertar a previsao no valor correto, mas ele consegue identificar melhor os periodos em que
uma acao vai subir ou descer. Claro que fatores externos que interfiram diretamente no
valor das agoes, nao serao previstos nesse tipo de modelo.
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Prediction quality: 27.12 MSE (5.21 RMSE)
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Figura 21: Gréafico da previsao dos dados de teste do modelo de rede neural com 300
perceptrons LSTM com funcGes de ativacao e ativacao recorrente iguais a softmax e relu,
respectivamente.

6.3 Prophet

Para os experimentos com Phophet, a mesma base de dados e o mesmo arquivo utilizado
para os testes com as redes neurais LSTM referentes as séries histéricas do prego de abertura
das agoes da American Airlines Group foram aplicados.

Através do modelo de predicao do Prophet, quando dado como entrada essa série tem-
poral univariada, pedido para fazer a previsao do modelo inteiro e ainda mais 2 anos de
dados futuros, que nao existem mapeados, o grafico da Figura [22| é obtido.

Submetendo o dataset ao método de cross validation apresentado anteriormente com o0s
parametros initial, period, horizon, rolling_window e error_metric iguais a 60%, 5%, 10%,
10% e RMSE, respectivamente, o grafico do erro calculado pela raiz do erro quadratico
médio é representado na Figura

7 Conclusao

A tarefa de prever precos no mercado de agoes é extremamente complexa e envolve muito
mais varidveis do que simplesmente a série historica de pregos. No entanto, é possivel
perceber bons resultados utilizando-se de redes neurais recorrentes com base em LSTM
sendo treinados por séries temporais. Também é possivel perceber resultados razodveis
através da ferramenta open source do Facebook, o Prophet.

Neste projeto, os resultados alcangados com as redes neurais recorrentes foram muito
positivos, especialmente pelo fato de ser possivel variar muitas caracteristica da rede e
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Figura 22: Grafico da previsdo da abertura das acdes da American Airlines Group pelo
Prophet. Também é tentada fazer a previsao para os proximos dois anos de dados nao
mapeados, nao podendo ser calculado o erro desse periodo.
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Figura 23: Grafico do erro RMSE analisado pelo método de cross validation realizado sobre
os dados de abertura das acoes da American Airlines Group.
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visualizar as diferentes performances de cada cendrio. Foi possivel variar a defasagem dos
dados, as fungoes de ativacdo da rede, o nimero de perceptrons etc. Ao final, chegou-se a
um cenario étimo com erro no dataset de treino, que era de 30% do dataset total, de 5.21
RMSE. No entanto, mesmo a previsao nao sendo extremamente assertiva, foi percebido pela
Figura que a rede neural consegue prever muito bem a tendéncia das acoes, ou seja,
quando ela ird subir e quando ird cair, o que pode sim auxiliar muito a tomada de decisoes
de investidores.

O Prophet é uma ferramenta com menos liberdade de variagdo dos parametros, uma
vez que age como uma caixa-preta em muitas das operagoes. Ainda assim, é possivel ver
um erro relativamente bom, menor que 10 RMSE para horizontes ndo muito distantes, por
volta de 50 dias. Essa ferramenta ainda possui diversos utilitarios que nao foram explorados
no projeto, como andlise de tendéncias.

Como melhorias, poderiamos treinar outros tipos de redes neurais recorrentes e utilizar
outras ferramentas de previsdo disponiveis no mercado, como é o caso da ARIMA. Ainda,
é possivel levar em consideragao outros variaveis na previsao de precos de acoes. Uma acao
que seria muito interessante, seria fazer uma analise de sentimento em noticias relacionadas
as empresas, como report de bancos, e identificar se as empresas estdo indo bem ou mal
com base no texto analisado. A conclusao retirada desses reports pode ser adicionada como
um conjunto de varidveis para a rede neural, a fim de deixar o modelo mais preciso.

O link com os algoritmos de previsoes no mercado de acoes em Python tanto para a rede
neural recorrente baseada em LSTM quanto para a implementacdo com o Prophet podem
ser encontrados no sequinte git: Predicting Stock Prices with Machine Learning Algorithms.
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