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Resumo

Este trabalho esta relacionado & um sub-projeto do INCT da Internet do Futuro
que visa o desenvolvimento de um protdtipo de infraestrutura de rede unificada, aberta
e gratuita, baseada na tecnologia de virtualizagdo de fungoes de rede (Network Func-
tions Virtualization - NFV), que permita oferecer, de maneira gil e com baixo custo
operacional, um servigo inovador de comunicagao, processamento e armazenamento. O
projeto adota a plataforma de cédigo aberto OPNFV e espera-se como resultado um
ambiente em nuvem, acessado e interconectado pela Internet, totalmente transparente
da localizacao das méquinas fisicas e a oferta de fungoes de rede virtuais de gerencia-
mento e seguranca, tais como, firewall, caracterizacao de trafego e sistema de deteccao
de intrusdo. Neste trabalho montamos toda a infraestrutura e ambiente necessarios
para as préximas etapas do projeto.
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1 Introducao

Os estaticos e enrijecidos pilares da infraestrutura da internet sao legados do paradigma
simples e bem definido de sua origem. No inicio o uso da internet seguia o padrao cliente-
servidor com diferenciacao clara, onde surgiu uma hierarquia na estrutura muito direta
e dependente do hardware. O trifego de dados da internet mudou com o tempo, com
a introdugao de streamings, sistemas descentralizados e computacao em nuvem. Essas
tecnologias modificaram o sentido e a quantidade da informacao a ser roteada, e como
consequéncia dessas mudancgas, é necessaria uma nova aproximacao em relagao aos estudos
de redes de computadores.

Existe, no entanto, um grande obstéculo a novos estudos nessa drea: o acesso a internet
hoje estd presente em quase todas as atividades que permeiam todos os niveis da sociedade.
Desde simples atividades em redes domésticas, como troca de mensagens eletronicas ou
estudos por parte de alunos de todos os niveis da educacao, até reunioes feitas por video
conferéncias no meio empresarial, nossas atividades do dia-a-dia quase sempre envolvem
0 acesso a uma ou mais redes de computadores. Essa enorme dependéncia que temos da
internet faz com que a estabilidade seja uma de suas caracteristicas mais importantes - afinal,
parcela significativa da populacao depende dela para alguma coisa, é quase impossivel nao
realizar nenhuma atividade que envolve acesso a ela.

Essa necessidade tao grande por estabilidade impossibilita pesquisas na area, uma vez
que testes com novas tecnologias e/ou protocolos colocariam em risco todas essas atividades
que dependem da internet. Por isso, é comum dizer que a arquitetura de redes de compu-
tadores se tornou pouco flexivel, ou, calcificada[l]. Nesse contexto, as redes definidas por
software (SDN - Software Defined Network) surgem como possivel solugao para o problema.
Trata-se de um modelo de implementacgao de redes em que elementos de rede como switches,
roteadores, entre outros, sao virtualizados, possibilitando assim que sejam administrados
por softwares, o que, por sua vez, permite uma maior flexibilidade na rede, pois possibilita
a programabilidade destes elementos, facilitando a pesquisa e insercao de novas tecnologias.

Em uma arquitetura SDN, hd um dispositivo especial chamado de controlador SDN,
que é responsavel pelo encaminhamento de pacotes, tirando essa decisao dos dispositivos de
rede. O protocolo mais utilizado para a comunicagao com o controlador é o OpenFlow|[2].
O OpenFlow possui uma interface simples de programagcao, permitindo o controle da tabela
de encaminhamento que sera utilizada pelos dispositivos da rede.

1.1 Objetivos

Os objetivos deste trabalho sao:

e O estudo e entendimento de conceitos relacionados a Redes Definidas por Software e
a Virtualizacao das Funcoes de Rede.

e Montagem de um ambiente e instalacao da plataforma OPNFV[3] em uma maquina
servidora.

e Implantacao de toda a arquitetura e redes virtualizadas, entendendo seu funciona-
mento e configuragoes.
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2 Metodologia

Esta secao descreve os passos seguidos para instalacdo do OPNFV, o planejamento e
montagems da infraestrutura de redes virtualizadas, a montagem do ambiente, os problemas
encontrados durante esses passos e as solucoes encontradas para contornar esses problemas.

2.1 Requisitos de Hardware

Os requisitos de hardware descritos na documentagao sao:

e No minimo 3 néds, sendo um para o servidor master, um para o controlador e um para
computagao

e Minimo de 16GB de RAM
e Minimo de 256GB de espago em disco

e 4 redes virtuais (Public, Private, Management e Storage), e uma outra para bootar
por PXE (Admin)

2.2 Instalacao Fisica

A primeira tentativa foi de montar uma rede fisica (uma maquina fisica para cada
um desses nés, ligados por cabo de rede). Baixamos a imagem ISO disponivel no site do
OPNFV, versao Danube 3.0, criamos um DVD bootdvel com essa imagem e instalamos em
um servidor. Este seria o servidor Fuel Master. Para os néds, o plano era usar notebooks
para criar uma rede fisica, ligando-os com cabos de rede através de um switch.

Para a instalagao do servidor Master, seguimos as instrugoes presentes na prépria docu-
mentacao. Apds a instalacdo, conectamos um notebook no servidor e bootamos por PXE
(Preboot Execution Environment). A ideia era que o servidor reconhecesse o notebook, e
automaticamente configurasse o né. Porém isso nao ocorreu. Levantamos alguma hipdteses
de qual poderia ser o motivo. O primeiro era de que deveriamos ter um cabo crossover
para conectar o notebook diretamente ao servidor. Fizemos essa tentativa porém também
nao funcionou. A outra hipétese era de que alguma configuracao de rede estivesse errada,
porém nao buscamos uma solugao pois tinhamos outro problema, que era a falta de recursos.
Apenas dispinhamos de um notebook, além do servidor master, sendo que s&o necessarios
no minimo 3 nés, logo precisariamos de pelo menos 2 notebooks. Resolvemos, entao, partir
para uma nova abordagem, virtualizando toda a infraestrutura.

2.3 Recursos utilizados

Devido a complexidade do software que roda no servidor Master ou Fuel Deployment
Master, se faz necessario um hardware robusto. Pela documentagao, é exigido uma maquina
com 16GB de meméria RAM. Porém, realizamos alguns testes antes com uma méquina de
menor capacidade de processamento a fim de configurar um ambiente minimamente fun-
cional e, em seguida, ir acrescentando novos nés de controle ou processamento de forma
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incremental. Assim, foi possivel montar um ambiente que exigisse o menor recurso compu-
tacional possivel, e verificamos seu funcionamento, mesmo com requisitos menores que 0s
especificados.

Como optamos pelo ambiente virtualizado, nao se fez necessaria a utilizacao de equipa-
mentos como Hub ou Switches, foram utilizados apenas dois computadores, sendo o primeiro
com capacidades menores que os requisitos minimos e outro que atende os requisitos.

e M3aquina 1:
— 8GB de memoéria RAM

— 1TB de memoria em disco

— Processador intel i7 com suporte a virtualizagao
e Maquina 2:
— 16GB de meméria RAM

— 1TB de memoria em disco

— Processador Intel Xeon de 16 nicleos com suporte a virtualizagao

2.4 Softwares utilizados para virtualizagao

Para a virtualizacao utilizamos o Virtual Machine Manager[4], ou virt-manager, que é
um conjunto de aplicativos leves, que apresenta interface grafica com o usuério (GUI) para
gerenciar maquinas virtuais (Virtual Machines - VMs). Além dos recursos de gerenciamento
para VMs, o virt-manager também possibilitou que criassemos redes virtuais, necessarias
para criar a infraestrutura virtualziada. Uma representacao do virt-manager pode ser vista
na Figura 1.

Figura 1: Uma representacao simples da pilha do virt-manager com QEMU

Virtual Virtual
machine machine

i libvirtd
INAAEUBE QEMU QEMU

libvirt AP!

Linux

Physical machine

Uma vantagem de utilizar o virt-manager é que ele faz uso do KVMI5], (Kernel-based
Virtual Machine), um software de virtualizacdo de maquinas cujo processador possua su-
porte a virtualizacao, facilitando a criagao e instalagdo de VMs, oferecendo melhor geren-
ciamento e desempenho[6], o que foi muito util devido as limitagdes de recursos. O KVM
trabalha junto com o QEMU, um software de emulagao, que em conjunto com o KVM,
oferece suporte a virtualizacao diretamente no kernel.

Outro software utilizado, para o armazenamento nos ndés virtualizados, é o Ceph|[7],
que permite criar um ambiente com espaco de armazenamento escaldvel com replicacao,
tolerancia a falhas e alto desempenho com cargas de trabalho varidveis.
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Além disso, vale mencionar dois outros softwares que foram muito importantes: o Cin-
der, que é um servico para armazenamento que pode ser consumido pelo OpenStack, vir-
tualizando a gestao do armazenamento e fornecendo uma API para consumir recursos. E
também o neutron-server, que é o processo principal do servidor OpenStack Networking.

2.5 Infraestrutura virtualizada

O ambiente virtualizado necessario para rodar o framework OPNFV versao Denube 3.0
pode ser visto na Figura 2. O software exige a utilizacao do virtualizador KVM (Kernel-
based Virtual Machine), sendo que apds a correta virtualizacao do servidor Fuel Master, os
outros nés devem ser conectados entre si e com o Fuel Master por uma complexa infraes-
trutura de redes, representada na figura de forma simplificada por Network. No item 2.6
esta rede serd explicada com mais detalhes, mas por enquanto vale destacar que uma dessas
redes deve ser isolada e interligar diretamente os nés e o Fuel Master com a finalidade de
reconhecimento.

Figura 2: Esquema representando o ambiente virtualizado criado

=
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Fuel ‘
Master

KVMI
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Os no6s devem ser configurados para realizar boot no modo PXE, pois desta forma a
placa de rede configurada para a rede interna citada acima, comecard a se comunicar com o
Fuel Master e uma versao simplificada de um sistema operacional sera transferida para o né
apenas com a rede interna configurada. Neste ponto o Fuel Master apenas reconhecerd os
nos e todas as configuracoes das outras redes e funcoes de processamento e controle deverao
ser configuradas.

A infraestrutura pode ser montada em uma tnica méquina, porém durante nosso projeto
tinhamos apenas a maquina 1 (que nao possui os requisitos minimos recomendados) sempre
disponivel, ja que a maquina 2 é um servidor instalado em uma rede privada do instituto de
computagao da Unicamp. Para o desenvolvimento e acesso remoto sem causar problemas
com a rede dos servidores do instituto, as redes foram virtualizadas com cuidado pois o
servidor Fuel Master possui um DHCP proéprio para distribuir IPs aos nds conectados nas
diferentes redes, entdo para a maquina 2 existia a possibilidade de ser configurada uma
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dessas redes, conflitando o IP com as maquinas ja em funcionamento no laboratorio.

Para realizar os acesso remoto foi utilizado um terceiro host apenas como proxy de acesso
ao servidor. Foi criado um tinel SSH para facilitar o acesso e poder executar as interfaces
graficas (como o virt-manager) das aplicagoes remotas do servidor em nossas maquinas e
também acessar a interface Fuel IU web disponibilizada pela aplicacdo Fuel Master que
rodava na porta 8443 do né virtualizado correspondente ao server. A complexidade do
acesso remoto ficou alta devido a necessidade de exportar a interface grafica do server para
nossas maquinas, pois se fez necessario acessar de nossa maquina uma méquina de proxy, e
depois a maquina servidora, que por sua vez estava com todos os nés virtualizados rodando,
entao a partir da maquina servidora se acessava o né Master e s6 entao era possivel acessar
0s outros nos.

Os comandos para o0 acesso remoto sao:

ssh -L [PortBind]:[IpServer]:[PortSsh] -p [PortSshProxy] [UserHostProxy]@[IpProxy]
ssh -XY -p [PortBind] [UserServer]/@localhost

onde:

e PortBind: Uma porta local que nao esteja em uso, para realizar o tunel ssh.

IpServer: IP da méquina servidora.

PortSsh: Porta ssh configurada na maquina servidora.

PortSshProxy: Porta ssh configuragdo da maquina intermediaria que faz o papel de
proxy.

UserHostProxy: Usuario da maquina intermedidria.

IpProxy: Endereco IP da maquina intermediéria.
e UserServer: Usudrio da maquina servidora.

Para acessar em um navegador local a interface web rodando no né Fuel Master, vir-
tualizado na maquina servidora, com acesso somente por uma maquina intermediaria, o
comando é:

ssh -f -N -D [LocalPort] -oProxyCommand="ssh -W %h:%p -p [PortSshProxy] [User-
Server|@[IpProzy]” [UserServer|@[IpServer/

onde LocalPort é uma porta local que nao esteja em uso.
Depois basta alterar a seguinte configuragao no navegador: Proxy Socket Host = loca-

lhost, Port = [LocalPort] e acessar pelo navegador a URL: https://[Ip]:8443, substituindo
[Ip] pelo IP configurado para o né Fuel Master.
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2.6 Planejamento das Redes e VLANS

O OPNFYV exige, para seu funcionamento, uma infraestrutura de redes com diferentes
funcgoes entre o né Fuel Master e os outros ndés. Essas redes podem ser implementadas
através de VLANs (Virtual LAN) utilizando assim um nimero menor de interfaces de rede
dos néds, uma vez que mais de uma rede pode ser colocada em uma mesma interface, dife-
renciadas por uma tag atribuida a rede, ou mesmo implementar cada rede necessaria em
uma interface, sem a utilizacao de VLAN, e fazendo um relacionamento rede z interface um
para um.

As redes criadas foram:

e Rede de Administracao: Rede responsavel por reconhecer os nés através do boot PXE.
Na fase de deploy, que é a fase pds-validagao das redes configuradas, sao instalados
os sistemas operacionais completos nos nds através desta rede de administracao. Esta
rede é isolada de comunicagao externa e deve ter uma interface de rede no Fuel Master
configurada com um IP dela, para que ele possa reconhecer os novos nés a medida que
sdo inicializados e suas placas de redes conectadas nesta rede. Nao é necessiario DHCP
pois o Fuel Master ja possui um servidor DHCP que se configura na instalagao.

e Rede Publica: E a rede que possui comunicacao com a internet, e que permite acesso
aos controladores e nds de computagao. No processo de instalagao dos sistemas ope-
racionais, é feito o download de pacotes especificos de repositérios que se configuram
na instalacao do Fuel Master, entao o acesso a internet se faz necessario, e é feito por
essa rede.

e Rede de Armazenamento: Esta rede é usada para fornecer servicos de armazenamento,
tal como o trafego de replicacdo do Ceph.

e Rede de Gerenciamento: E usada principalmente para o gerenciamento do OpenStack
Cloud e para acessar os servigos OpenStack.

e Rede Privada: Esta rede facilita a comunicagao entre as maquinas virtuais de cada
inquilino. Os espagos de endereco da rede privada nao fazem parte do espaco de
endereco da rede publica.

Estas trés dltimas redes sao isoladas, sem NAT, e ndo é necessdrio DHCP, pois os IPs
serao atribuidos no processo de deploy pelo né Fuel Master. Um esquema mostrando essa
estrutura de redes pode ser visto na Figura 3.

2.7 Instalacao do servidor Fuel Master

O servidor Fuel Master é a figura central no processo de montagem e configuracao do
ambiente. Para instald-lo baixamos uma imagem ISO disponivel no site, que é referente
a instalacao virtualizada. Utilizamos o virt-manager e instanciamos o né com 3GB de
memoria RAM e 80GB de disco, além de criarmos todas as interfaces de rede conectadas
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as redes, conforme descrito no item anterior. Optamos por criar uma interface para cada
rede para podemos testar o ambiente com e sem VL ANs.
Durante a instalagao é necessario configurar varios parametros:

1.

7.

IPs das interfaces de redes adicionadas: Estes IPs devem estar contidos dentro do
dominio de cada rede criada e configurada acima. O gateway padrao deve ser o
gateway da rede publica pois é a tinica com acesso a internet, a mascara de rede pode
ser configurada de acordo com a necessidade.

Restrigoes de acesso ssh deve ser colocado uma rede que o usudrio esteja conectado ou
remover a restricao, pois o padrao é deixar apenas a rede de administracao acessar.

DHCP da rede de administragao e PXE: E preciso colocar um intervalo de IPs para
a rede de administracao, ja que o servidor Fuel Master usard estas definicoes para
atribuir IPs as maquinas que tentarem se comunicar pela rede de administragao ao
realizarem o boot no modo PXE.

’

E necessério adicionar um DNS externo para o correto acesso a internet.

Configuracao dos repositérios onde ficam as imagens dos sitemas operacionais que o
servidor Fuel Master instalard nos nés na fase de deploy.

O servidor Fuel Master possui servidores NTPs para poder realizar a correta sin-
cronizagao dos relégios dos nés. Pode-se utilizar os fornecidos (0.fuel.pool.ntp.org,
1.fuel.pool.ntp.org e 2.fuel.pool.ntp.org), ou utilizar algum outro disponivel.

Também é possivel definir os usuarios e senhas dos nés configurados.

Apés a correta configuracao, uma aplicagao subird na porta 8443, com a qual é possivel
criar ambientes e validar as configuragoes de redes. Também é possivel utilizar comandos
CLI. Muitas vezes esses comandos foram necessarios devido a bugs na interface, como por
exemplo, uma tarefa de deploy entrar em loop e nao ser possivel pard-la. Pelos comandos
de CLI é possivel listar todos os nds encontrados e o estados atuais deles, verificar todos
os ambientes criados e listar as tarefas realizadas, podendo entao ver quais estao em loop e
removeé-las da lista de execucao.

Figura 3: Esquema simplificado das redes virtualizadas
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2.8 Ambientes OPNFYV instanciados

Criamos varios ambientes, desde robustos até o mais simples possivel, a fim de verificar

o quao simples deveria ser o ambiente para rodar na maquina 1, e posteriormente fazer a
validagao deles na méaquina 2.

e Ampiente 1: Criamos um ambiente com OpenDaylight e segmentacao por tunelamento
(assim evitando o uso de VLANS) utilizando Ceph para armazenamento. Foram ins-
tanciados 4 noés.

Nome Papel RAM | Disco
Node 1 Controller - Ceph 1,0GB | 150GB
Node 2 Controller - Ceph 1,0GB | 150GB
Node 3 | Controller - OpenDayLight | 1,0GB | 150GB
Node 4 Controller - Ceph 1,0GB | 150GB

e Ambiente 2: Criamos um ambiente com Neutron e plugin ML2 também com seg-
mentacao por tunelamento. Foram instanciados 3 nés.

Nome Papel RAM | Disco
Node 1 | Controller - Ceph | 1,5GB | 150GB
Node 2 | Controller - Ceph | 1,5GB | 150GB
Node 3 | Controller - Ceph | 1,5GB | 150GB

e Ambiente 3: Novamente um ambiente com Neutron e plugin ML2 também com seg-
mentacao por tunelamento. Foram instanciados 2 nés.

Nome Papel RAM | Disco
Node 1 | Controller - Cinder | 2,5GB | 150GB
Node 2 | Controller - Base OS | 2,0GB | 150GB

3 Resultados

Os ambientes descritos foram testados nas maquinas 1 e 2. Os resultados obtidos em
cada uma delas sao mostrados nas tabelas a seguir:

e Maquina 1:

SOs instalados | OpenStack instalado | Deploy
Ambiente 1 Falhou Falhou Falhou
Ambiente 2 Falhou Falhou Falhou
Ambiente 3 Instalou Falhou Falhou
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Apesar de toda a infraestrutura de rede estar montada corretamente, a fase de deploy,
que ¢ a fase de instalacao dos sistemas operacionais e OpenStack, nao foi bem sucedida
nem com um cendrio trivial, como o ambiente 3. Ocorreram muitas falhas durante essa
fase para todos os ambientes, com muitos scripts reportando timeout. Chegamos a
conclusao que com os recursos disponiveis na maquina 1 nao seria possivel completar a
fase de deploy, mesmo com um cendrio simples. Foi necessario, portanto, um hardware
mais robusto, como o maquina 2.

Maquina 2:
SOs instalados | OpenStack instalado | Deploy
Ambiente 1 - - -
Ambiente 2 - - -
Ambiente 3 Instalou Instalou Sucesso

Como a maquina 2 possui mais recursos, o ambiente 3 foi instalado e configurado
com sucesso. Infelizmente, por problemas de rede do instituto, onde estd instalada a
maquina 2, nao foi possivel verificar o funcionamento dos ambientes 1 e 2. Porém,
mesmo tendo sucesso no deploy, muitos problemas foram encontrados, como a perda
das referéncias dos servidores NTP por parte dos nds, o que fez com que fosse ne-
cessario sincronizagoes frequentes para ajustar as referéncias, pois isso gerava falhas
nos scripts, que precisavam dessas sincronizacoes. Outro problema foi que, sempre
que o servidor DNS fosse alterado no servidor Fuel Master, os nés deveriam ser recon-
figurados manualmente, pois eles ndo atualizavam automaticamente, gerando falhas
nos scripts.

Apos a fase de deploy bem sucedida do ambiente 3, na maquina 2, foi possivel acessar
o plataforma OpenStack do OPNFV, visualizar a topologia da rede e verificar a correta
instalacao do ambiente.

4 Divisao do Trabalho

Todos os membros participaram de todas as etapas do projeto, porém em algumas partes
especificas houve maior foco por parte de alguns integrantes:

Estudo e entendimento dos conceitos de redes definidas por software e virtualizacao
de fungoes de rede: todos.

Instalacao Fisica: Bleno e Lucas.

Criacao da infraestrutura virtualizada: Bleno e Daniel.
Planejamento das redes e VLANSs: Bleno e Daniel.
Instalacao do servidor Fuel Master: Bleno e Lucas.

Criacao dos ambientes e testes finais: todos.
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5 Conclusao

A realizag@o desse projeto nos proporcionou um grande aprendizado sobre o funciona-
mento de um ambiente SDN e de funcoes de rede virtualizadas, bem como sobre a plata-
forma OPNFYV. Foi possivel entender melhor o processo de instalacao e de configuracao do
ambiente e das redes virtualziadas para o seu correto funcionamento, e também aprender
mais sobre os recursos necessarios, informacoes que devem ser de grande utilidade para o
prosseguimento do projeto de desenvolvimento de uma infraestrutura de rede unificada.

Pensando na continuidade do projeto, é possivel, a partir dos resultados obtidos e da
instalacao bem sucedida da plataforma, explorar mais funcionalidades e fazer o deploy com
ambientes mais complexos. Dessa forma, seria possivel a realizagao de mais testes e medidas,
a fim de avancar para os proximos estigios do projeto, que podem incluir interconexao com
outras universidades, novos algoritmos e até novas fungoes virtualizadas de rede.
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