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Abstract

Video services  is both a major business driver and a bandwidth consumer for the future

broadband integrated network. Understanding different video services requirements is of para-

mount importance for network design. In this paper, we study Distributed Home Theatre (DHT), a

video service which allows distributed users to debate a film. We compare different network

designs for the provision of DHT services, and study the interplay between bandwidth reduction

and program replication. We evaluate the impact of user distribution, and number of users per ses-

sion on this interplay. Moreover, we analyze networks with both DHT and video on demand ser-

vices

I) Introduction



2

The advent of traffic integration opened avenues for countless multimedia applications.

Among the most promising applications are video-conference and video-on-demand. Video-con-

ferences extends current voice-conference by allowing participants to see their body language and

to use visual information. Users of a video-on-demand system can select and watch films from

video archives. In this paper, we consider Distributed Home Theatre (DHT), a hybrid application

in which a film is simultaneously played for the participants of a video-conference. The basic idea

is to allow a group of distributed users to discuss a film. In a DHT session, any participant can ini-

tiate a debate about a specific scene by performing VCR operations on the video. It is expected

that distributed home theatre will have a great impact on distance-learning as well as on profes-

sional conferences [1] [2].

Video applications will be the major bandwidth consumers of the future broadband integrated

network. Take, for example, the deployment of video-on-demand service in the continental

United State where there are approximately 77,000,000 viewing households during prime-time

[3]. Using data rates of 6 Mb/s for MPEG-II NTSC, 10 Mb/s for JPEG NTSC, and 20 Mb/s for

HDTV transmission, the total bandwidth requirements would be 462 Tb/s, 770 Tb/s and

1.54 Pb/s, respectively [4]. These requirements are far in excess of the current network infrastruc-

ture. Even with the deployment of high bandwidth switches and links, the huge bandwidth con-

sume calls for proper network engineering.

In [5], we analyzed the interplay between bandwidth and replication of stored programs in

network design for the provision of DHT services. We introduced a cost function which took into

account both server and bandwidth costs, and we evaluated different network scenarios by consid-

ering server replication and caching. Moreover, we investigated networks with both Distributed

Home Theatre and Video-on-Demand (VoD) services [6]. It was clear that server/cache replica-

tion techniques are not enough to reduce the hugh bandwidth requirements of DHT services, and

networks with bandwidth reduction characteristics should be considered for the deployment of

DHT services in large scale.

In this paper, we investigate the design of networks with stream sharing and with distributed

video server for the provision of DHT services. We consider server/cache replication techniques

and evaluate the impact of parameters such as the number of users per DHT session, and user geo-

graphical distribution on the network cost. We extended our analysis to include networks with

both DHT and VoD services. Furthermore, we compare the mentioned networks in providing dis-



3

tributed video services.

This paper is organized as follows: section II introduces distributed home theatre and different

network designs. Section III describes design techniques for bandwidth reduction. Section IV

introduces a methodology to compute network cost. Sections V and VI analyse networks with

stream sharing and networks with distributed server. Finally, conclusions are drawn in section

VII.

II) Distributed Home Theatre

The basic idea of Distributed Home Theatre (DHT) is to allow a group of distributed users to

discuss a film. DHT can be seen as a video/voice conference in which users are watching a film.

Any participant of a DHT session can issue VCR operations and initiate a debate about a specific

scene. Distributed Home Theatre is a promising tool for distance learning as well as for profes-

sional conferences.

We assume a hierarchical distribution network composed by a national ATM backbone, met-

ropolitan ATM networks and local loops connected to the metropolitan network via head end

ATM switches (Figure 1). In the current CATV infrastructure the number of users connected to a

single tree must be less than a thousand in order to guarantee minimum Quality of Service [7].

This trend seems to continue in the future of ATM switched network in order to keep head end

switches to a reasonable size. Video servers may be attached at any level of the distribution tree.

The implementation of DHT services depends on characteristics such as switching and server

architecture. In this paper, we investigate networks with different characteristics in the provision

of DHT services. In the simplest case, there is a video stream for each individual user and all

streams of a DHT session are distributed by the same server (DHTwithoutstream sharing) [5]. In

networkswith stream sharing, a video stream is shared among users of a DHT session up to the

deepest common node of a session distribution subtree (a subtree connecting all participants of a

DHT session), and all the streams of a DHT session are furnished by the same server. In a third

approach, a video stream is provided by the closest server to the user. Only control messages are

exchanged by servers involved in a DHT session (DHT with distributed server). These three

approaches represent different compromise between bandwidth consuption and bandwidth
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demand on individual server.

We assume that the distribution network is a balancedd-ary tree (Figure 2). Each node of the

tree represents a switch and the leaves represent head ends switches which connect users to the

network. Each switch may have a server (or a program cache) attached to it. The number of head

endH is determined by the number of users with a maximum number of users per head end. The

number of hierarchy levels is given by:

L (d) = logd (H)

 and the number of switchesW (d) in such network is given by:

 Although in the numerical examples we use a binary balanced tree with 1024 head ends and

1000 users per head end, our methodology can also be applied to non-balancedd-ary trees.

III) Designing Techniques

The trade-off between bandwidth and program replication guides the design of networks with

video services. If bandwidth costs were negligible, we would have a central server (or servers)

providing service to all network users. Conversely, if storage cost were close to zero, we would

have a video archive at every user set top box. Obviously, none of these approaches are realistic.

The current network resources are far behind the huge bandwidth demand generated by the cen-

tral server solution, and the video server architectures are much more complex and expensive than

the current personal computers. Consequently, a solution to ameliorate the bandwidth require-

ments consists in replicating a certain number of servers in some nodes of the distribution tree. In

a real network design, the number and locations of servers are determined by regional demand,

network topology and current cost of technology.

In our attempt to understand the trade off between bandwidth and replication of storage pro-

gram, we analyze a server replication strategy. We initially consider the cost of a single server

located at the root of the distribution tree (level zero). In the second step, we place servers only at

(all) nodes of level 1. We proceed by considering at stepl+ 1, networks with servers located only

at thelth level of the distribution tree.

W d( ) d
n

n 1=

L d( )

∑=



5

We also investigate a program caching strategy [8]. Instead of replicating the whole server, we

replicate just the most popular programs. In this way, we try to reduce the overall cost by reducing

individual server costs. However, we need to provide a full server at the root of the tree to handle

requests to non-popular programs (cache misses). To evaluate the impact of adopting program

caching, we use the same rationality used when studying server replication: at stepl+ 1, we con-

sider caches only at thelth level (in addition to the full server at the root).

IV) Network Costs

In this section, we show a framework to compute network costs which can be used for engi-

neering real networks. In our analyses we do not take into account voice and control signals given

that video is the dominant component of the bandwidth consume.

The bandwidth cost of a DHT session is determined by the number of allocated links to it.

Undoubtfully, user dispersion is a key parameter which impact bandwidth costs. However, user

behavior might only be fully understood when service is deployed. Therefore, we evaluate our

results considering three different distributions. We use: i) a uniform distribution, ii) a normal dis-

tribution, and iii) a normal distribution per head end to represent loosely, moderately and highly

concentrated patterns of users per DHT session, respectively. The mean of the normal distribution

is equal to the media of the number of head ends and each normal distribution per head end is cen-

tered in the associated head end. For instance, when considering a normal distribution per head

end with mean equals to 525 and with standard deviation equals to 5, 68.26% of the participants

of a DHT session are statistically located between head end 520 and head end 530.

The total bandwidth cost (Cb) is the sum of the cost of each allocated link, and the cost of an

allocated link is proportional to the number of programs delivered through it. Thus,

where:

Λ - is the set of links,

b (λi) - is the bandwidth on linkλi,

γb - is a normalization constant.

C
b

γb b λi( )
Λ
∑=
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Cb is normalized by the factorγb which makes it easier to explore different cost scenarios.

The cost of a server depends on the number and on the access rate of the programs stored in it.

The access rate of a program is related to the bandwidth needed to support the incoming requests.

For example, a server with the top-ten most popular (higher access rate) movies may need to sup-

port more bandwidth (and consequently, costs more) than a large achieve of unpopular programs.

 In order to capture the effect of both factors in the server cost, we use Zipf’s law [9]. It was

shown that Zipf’s law accurately models the popularity of rented movies in United State by using

data published in specialized magazines such as Billboard Magazine and Video Store Magazine.

To derive our results we assume that the popularity of programs in DHT services will be the same

as their popularity in rental stores. Zipf’s law says that the probability of choosing programi

amongNp stored programs is given by:

z (i) = C / i

We assume that the server at the root of the distribution tree costs one unit. Thus, the storage

cost at the root is:

wherez (i) is the probability of choosing programi where programs are ordered according to their

decreasing popularity.

The total server cost is given by the summation of the cost of each individual server:

where∆ is the network set of servers.

Finally, the total cost to provide DHT services is given by the summation of the bandwidth

cost with the server cost.

Ct = Cb + Cs

In this paper, results were obtained via simulation. We used the replication methods for gener-

C 1 1 i⁄( )
i 1=

Np

∑⁄=

Croot z i( )

i 1=

Np

∑=

Cs Ci
∆
∑=
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ating confidence intervals with 95% of confidence level. The sample size used to compute each

point of the curves was such that confidence intervals width were less than 5% of the mean. Given

that results with a high degree of confidence were generated, we only show the mean value for the

sake of visual interpretation.

To compare trends we normalize both bandwidth and server/cache costs by the highest value

in each curve. We also display results by normalized depth (level 0 corresponds to the root level

and level 1 to the head end level). In our numerical examples, we display the impact of the num-

ber of users per session and user distribution on the network cost.

V) Networks with Stream Sharing

In networkswith stream sharing, a video stream is shared by the participants of a DHT session

up to the deepest common node of a session distribution subtree. In this section, we investigate

the design of networkswith stream sharing and compare it with the design of networkswithout

stream sharing.

V.1) Sever Replication

In networkswith stream sharing, the bandwidth cost of a DHT session is the same for every

server located along the session distribution subtree. Therefore, when considering the bandwidth

cost for server replication at the lth level, we may choose any server which belongs to the session

distribution subtree at that level.

The total bandwidth cost considering replication atlth level is given by:

where:

ci (l) - is the cost of theith DHT session when considering server replication at levell

β - is the set of all DHT sessions.

γb - is a normalization constant

 In Figure 3, we show the normalized bandwidth cost as a function of the normalized depth for

C
b

l( ) γ
b

ci l( )
β
∑=
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different user distributions. To understand this figure, we observe that the bandwidth cost of a

DHT session is the same irrespective of the control server location along the session subtree, i.e.,

if the server which furnishes the video streams of a DHT session is located at a node of the session

subtree, relocating it to another node of the subtree does not affect the bandwidth cost. For loosely

and moderately concentrated users, the distribution subtree of a DHT session usually contains

nodes close to the root of the distribution tree. Therefore, the bandwidth cost (per session and

total) is almost the same for all levels of the distribution tree. While for loosely and moderately

concentrated users, the placement level does not significantly impact the bandwidth cost, for

highly concentrated users the optimum level is around two levels above the head-end level (nor-

malized depth of 0.7). Although the number of users per session does not have a significant

impact on the server optimum location, as we increase the number of users per session we slightly

decrease the bandwidth cost given that we increase the degree of video stream sharing

We can easily understand the impact of introducing stream sharing in a network by comparing

these results with findings for networkswithout stream sharing (extensive results for networks

without stream sharing can be found in [5]). In networkswithout stream sharing, as the distribu-

tion of participants becomes more concentrated, the optimum placement level moves from the

root level towards the head end level, and the number of participants may influence the optimum

placement level value for moderately concentrated distributions.

As the number of a DHT session participants increases, the total bandwidth cost decreases

since we may increase the degree of stream sharing. The bandwidth reduction due to the increase

of the number of participants per session can be as high as 25% for highly concentrated users.

The total server cost for replication at lth level is given by:

where:

xj - is thejth server demand, i.e., the ratio between the number of DHT session served by con-

trol serverj and the total number of DHT session

γs (l) - is a normalization constant for levell

 The total normalized cost of server replication at levell is given byCb (l) + Cs (l). Figure 4

C
s

l( ) γ
s

z i x
j

⁄( )
i 1=

Np

∑
j 1=

d
l

∑=
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illustrates this computation.

From Figure 5, we notice that for loosely and moderately concentrated users the total normal-

ized cost is almost flat until the normalized depth of 0.3. After this point, it increases sharply. As

observed before, for these type of distributions, the bandwidth cost is almost the same irrespective

of the server placement level. By replicating servers, we reduce the bandwidth demand on each

server (and consequently decreases individual server cost). For levels close to the root of the tree,

the cost reduction due to less stringent bandwidth demand on each server tends to be compensated

by a higher number of servers. For levels deeper than 0.3, the growth of the number of servers

tends to dominate the network cost. For highly concentrated users, the bandwidth cost decreases

faster than the server cost increases up to the normalized depth of 0.4 (the optimum placement

level). After this point, the server cost dominates the network cost. Additionally, we observe that

the number of users per DHT session does not impact the placement level.

For higher number of users per session, the network cost decreases due to bandwidth savings.

This trend is more striking for highly concentrated users, and the total cost savings can be as high

as 25%. When comparing the total network cost of networkswith stream sharing with the cost of

networkswithout stream sharing for the same set of DHT sessions [5], we notice that savings due

to a higher number of users per session is in the range of 40% to 50%. This difference corresponds

to the most expensive level for server replication in networkswithout stream sharing. The mini-

mum difference occurs at the optimum placement level of networkswithout stream sharing and it

is at most of 27%.

For loosely and moderately concentrated users the total cost curve has a similar shape to the

curves of networkswithout stream sharing curves [5]. However, in networkswithout stream shar-

ing bandwidth is the major dominant factor of the total cost. For networkswithout stream sharing

and highly concentrated users the optimum placement level (0.7) is closer to the head end level

than it is for networkswith stream sharing.

V.2) Caching

For each DHT session, we assign a control cache at levell, i. e., a cache which will handle all

the requests for that session. The bandwidth cost for cache replication at the levell is given by:
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where:

β - is the set of DHT sessions;

γb - is a normalization constant;

cb (l) - is the bandwidth cost when considering cache replication at thelth level only;

µ - total number of participants;

h - tree height;

 - is the cache hit probability

and the cache cost for cache replication at levell is given by:

where:

γc(l) - is a normalization constant;

xj - is the jth cache demand, i.e., the ratio between the number of DHT sessions served by the

jth cache and the total number of sessions

In Figure 6, we plot the total network cost as a function of the normalized depth for different

cache size. It is evident that caching gives no savings. The network cost increases as we increase

the number of cache (the bandwidth cost is constant). For highly concentrated users, caching is

also not worth adopting. The savings due to smaller repositories do not compensate the penalty

due to cache misses. We note that the optimum placement level (0.4) is the same for server repli-

cation.

From [5], we know that for networkswithout stream sharing, caching is also not an attractive

strategy when compared to the cost of server replication. In this networks, for moderately and

loosely concentrated users the total network cost is almost constant up to level 0.3. After this

point, it sharply increases. For highly concentrated users, the optimum placement level is around

Cb γb α cb l( )
β
∑ 1 α–( ) µ× h×( )+

 
 
 

=

α z i( )

i 1=

M

∑=

Cc l( ) γc z 1 xj⁄( )
j 1=

d
l

∑= Croot+
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0.7. These differences can be understood by the huge bandwidth requirements of a DHT session

in networkswithout stream sharing.

By comparing costs, we notice that the introduction of stream sharing can bring savings of up

to 50% on the network cost. Savings are higher for highly concentrated users (up to 50%) than it

is for loosely/moderately concentrated users (up to 40%).

V.3) Networks with both DHT and VoD services

Video will be the major bandwidth consumer in the future broadband network. It is essential

that we take into account the requirements of different video applications in a real network design.

One of the most promising applications is video-on-demand. In a video-on-demand system, indi-

vidual users can select movies to watch from a video server. Providing DHT services costs more

than providing VoD services. This happens because users in a DHT system connect themselves to

the server which minimizes the bandwidth cost of a DHT session whereas users in a VoD system

connect themselves to the closest server. In other words, for the same number of users the total

bandwidth cost of VoD sessions is always a lower bound for the bandwidth cost of a DHT session.

In Figure 7, we plot the total network cost for server replication as a function of the normal-

ized depth for different percentage of DHT users. Both network cost and server cost of each curve

are normalized by the respective costs of networks with 50% of DHT users. We notice that the

optimum placement level is 0.7 irrespective of user distribution. This behavior is highly influ-

enced by the cost of providing VoD services. We observe that for placement levels close to the

root of the tree, networks with low percentage of DHT users cost more than networks with high

percentage of DHT users (50%). At a certain level, this trend is reversed and the cost of networks

with high percentage of DHT users exceeds the cost of networks with low percentage of DHT

users. This is because as we move towards the head end level the bandwidth cost of VoD service

continuously decreases and at a certain point the bandwidth cost of DHT services begins to domi-

nate the total cost. Hence, after this point networks with higher percentage of DHT users cost

more than networks with lower percentage of DHT users. The trend break point depends on the

user distribution. For loosely and moderately concentrated distributions the breakpoint are at nor-

malized depth of 0.1 and 0.3, respectively. For this type of distribution, the DHT bandwidth cost

is almost constant irrespective of the network level, and it also dominates the total cost at levels
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close to the root of the tree. For highly concentrated users, the bandwidth cost of both DHT and

VoD services decreases as we move towards the head end level giving a break point at a normal-

ized depth of 0.7

When assessing the impact of introducing stream sharing, we notice that, obviously, savings

increases as we increase the percentage of DHT users (we do not consider stream sharing among

users of VoD services - piggybacking). For networks with 50% of DHT users savings can be as

high as 45%. For networks with 10% of DHT users savings are around 5%.

VI) Networks with Distributed Server

In networks with distributed servers, the closest server to a user furnishes video streams to

him/her. Only control messages are exchanged among servers supporting a DHT session. Net-

works with distributed servers is a clear compromise between reducing bandwidth and increasing

the bandwidth demand on video servers (note that we are not considering in this paper distributed

server combined with stream sharing). Moreover, this solution requires more complex architec-

ture in order to cope with synchronization issues.

The analysis of networks with distributed servers is identical to the analysis of networks with

VoD [4]. Therefore, user distribution does influence the network cost. In this section, we show the

main results for networks with distributed servers and we briefly compare it to the findings of net-

works without stream sharing.

VI.1) Server Replication

A server located at a node of thelth level furnishes video streams to all users connected to

head ends which are descedants of that node. Hence, the total bandwidth cost is given by:

where:

U - is the number of users (subscribers);

L (d) - is the height of ad-ary tree;

The total server cost for replication at levell is given by:

Cb l( ) L d( ) l 1+–( ) U×=
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where:

xj = U / dl - is the jth server demand;

γs - is a normalization constant.

Figure 8 illustrates the network cost as a function of the normalized depth. The bandwidth

cost continuously decreases as we move towards the head end level. It decreases faster than the

server cost increases. After the normalized depth of 0.7 (optimum level) this trend is reversed.

Placing the server at deeper levels increases the network cost. Networkswithout stream sharing

with highly concentrated users has a similar network cost to networks with distributed servers.

The difference between them is that for networkswithoutstream sharing the optimum placement

level is at a normalized depth of 0.6. The optimum level is basically dictated by the bandwidth

cost (the optimum level for bandwidth is also level 0.6). For loosely and moderately distribution

the shape of the network cost curve is quite different as explained in section V.1. When compared

to the cost of networks without stream sharing, networks with distributed servers gives savings

due to bandwidth reduction. Savings vary with number of users per session as well as with user

distribution. For 3 users per session savings are approximately 40% and 35% for loosely/moder-

ately concentrated users, respectively. For 6 users per session (more expensive), savings are in the

order of 50% and 40% for loosely/moderately and highly concentrated distributions, respectively.

Savings for highly concentrated users are lower than for loosely/moderately concentrated distri-

butions because of its lower bandwidth requirements.

VI.2) Caching

The cost for cache replication can be easily generalized by the cost expression introduced in

section V.2.We just need to consider that the demand of a cache located at levell is equal to

and the bandwidth cost per user is equal toL (d) - l. Figure 9 shows the total cache cost for

networks with distributed server as a function of the normalized depth. We notice that the cache

Cs l( ) γs d
l

z i xj⁄( )
i 1=

Np

∑×
 
 
 
 
 

=

U d
l

⁄
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cost curve has a minimum at normalized depth of 0.7 and it has a similar shape to the shape of

server replication curves. Moreover, we observe that for this type of networks caching isnot

worth adopting, when compared to server replication. We observe that savings due to the use of

distributed servers (when compared to networks without stream sharing) can be as high as 50%

for loosely/moderately and as high as 40% for highly concentrated users.

VI.1) A Brief Comparison

In order to understand the benefits of introducing distributed servers, we defineC as the ratio

between the cost of a distributed server and the cost of a standard server (used in networks with-

out stream sharing). In figure 10, we plot the network cost for server replication for networks

without stream sharing and the cost of networks with distributed server. We consider that in a real

case the cost of a distributed server will be at most twice the cost of a standard server (C = 2). We

notice that for loosely and moderately concentrated distributions we can have huge savings at

almost any level of the distribution tree. For highly concentrated users, distributed servers is not

worth adopting at levels higher than the optimum level, and attractive savings can be obtained if

distributed server and standard server have the same cost. This is because the bandwidth cost for

highly concentrated distributions may be quite lower than the bandwidth cost of loosely and mod-

erately concentrated distributions. In Figure 11 we plot the cache replication cost for a cache size

of 2000 programs. The trend of server replication cost is carried over to the cache replication cost,

irrespective of the cache size.

VII) Conclusions

Video service is both a major business driver and a bandwidth consumer for the future broad-

band integrated network. Understanding video applications requirements is of paramount impor-

tance for network design. In this paper, we explore the interplay between bandwidth consume and

program replication for different networks in providing Distributed Home Theatre services. We

analyze server and cache replication strategies which aim at reducing high bandwidth demands.

We also considered networks with both DHT and VoD services. We notice that design of networks

with distinct capabilities may significantly differ. When analyzing the introduction of stream shar-

ing, we notice that the number of users per session may impact the network cost due to the reduc-
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tion of bandwidth cost. Savings on the network cost due to the adoption of stream sharing can be

as high as 50% and it varies with the degree of sharing, i.e., savings are higher for highly concen-

trated users than for loosely/moderately concentrated users. In networks with both DHT and VoD

services, the benefits of stream sharing are more striking for networks with higher percentage of

DHT users (in which we have a higher degree of sharing).

Adopting distributed servers for the support of DHT is a very attractive solution. When com-

pared to the cost of networkswithout stream sharing savings can be as high as 50%. Savings

increases as we increase the number of users per session due to significant bandwidth reduction.

Network design for the provision of DHT services is highly influenced by the network capa-

bilities. The design differences are mainly due to different degrees of bandwidth reduction For

instance, the optimum placement level for server replication in networkswithout stream sharing

and loosely/moderately concentrated users is around the normalized level 0.3 whereas for net-

works with distributed servers it is around level 0.7. Users distribution and the number of users

per session also play a key role in network design. For example, the optimum placement level for

server replication in networks with stream sharing is around the root of the distribution tree for

loosely/moderately concentrated users while it is at level 0.4 for highly concentrated users. In

general, server replication is worth adopting irrespective of the network characteristics. Further-

more, the cost of server replication is usually lower than is the cost of caching. Therefore, caching

is not an interesting strategy.

Real cost will dictate the design decisions in a real network design. An attempt to understand

findings for real network design was carried out. We varied the cost ratio between a distributed

server and a standard server. We concluded that although employing distributed servers is worth

adopting for loosely and moderately concentrated users, it is not always true for highly concen-

trated users.

An alternate approach which seems to be very attractive is the combination of stream sharing

switching capability with distributed servers. These networks are the subject of our current inves-

tigation.
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Figure 1: Network model.

Figure 2: The Distribution tree.
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Figure 3: Normalized bandwidth cost of networks with stream sharingx normalized depth for: i)
different number of users per DHT session, ii) a uniform distribution (Figure 3.a), iii) a normal
distribution withσ = 150 (Figure 3.b) and iv) a normal distribution per head end withσ = 10

(Figure 3.c).
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Figure 4: An example of total normalized cost computation considering server replication for a
uniform  distribution with 5 users per DHT session.
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Figure 5: Normalized network cost of networks with stream sharingx normalized depth for: i) dif-
ferent number of users per DHT session, ii) a uniform distribution (Figure 5.a), iii) a normal dis-

tribution withσ = 150  (Figure 5.b) and iv) a normal distribution per head end withσ = 10
(Figure 5.c).
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Figure 6: Normalized cache cost of networks with stream sharing x normalized depth for: i)  dif-
ferent cache sizes, ii) 5 participants per DHT session, iii) a uniform distribution (Figure 8.a), iv) a

normal distribution withσ = 110  (Figure 8.b) and v)  a normal distribution per head end with
σ = 5 (Figure 8.c).
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Figure 7: Normalized network cost of networks with stream sharingx normalized depth considering server
replication in a network with both  DHT and VoD services for: i) 5 users per DHT session, ii) uniform dis-
tribution (Figure 9.a),  iii) a normal distribution withσ = 110  (Figure 9.b) and iv) a normal distribution per

head end withσ = 5  (Figure 9.c).
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Figure 8: Normalized network cost of server replication of networks with distributed serversx
normalized depth
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Figure 9: Normalized cache cost replication of networks with distributed serversx normalized
depth for different cache sizes

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 T
ot

al
 C

os
t w

ith
 D

is
tr

ib
ut

ed
 S

er
ve

r

Normalized Depth

Figure 9

100 programs
500 programs

1000 programs
2000 programs
replication cost



25

Figure 10: Normalized network cost for server replicationx normalized depth for different values of dis-
tributed servers
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Figure 11: Normalized network cost for cache replicationx normalized depth for different values of dis-
tributed servers
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