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Abstract— This paper proposes an intrusion detection frame- Some disease-causing agents are successful in invading the
work and presents a prototype for an intrusion detection system organism and causing harm to it before the immune system
based on it. This framework takes architectural inspiration can eliminate them. After that, the immune system learns

from the human immune system and brings desirable features t ith this t f ¢ d i strat .
to intrusion detection systems, such as automated intrusion [© COP€ Wi IS typeé or agent, and some repair strategy IS

recovery, attack signature extraction, and potential to improve taken to recover the damaged parts. In this way, the proposed
behavior-based detection. These features are enabled throughframework is more related to a research in virus identification
intrusion evidence detection. The prototype, calledADENOIDS, is [8] than previous work in intrusion detection.
designed to deal with application attacks, extracting signature for Based on the proposed framework, an IDS prototype, called
remote bqffer overflow at_tacks. The framework and ADENOIDS ADENOIDS, was developed to detect intrusion evidences in
are described and experimental results are presented. ) 1o . .
running applications, restore the system after an intrusion
I. INTRODUCTION using a file system undo mechanism, and extract the attack
The Internet was designed to be an open and distributgignature for remote buffer overflow attacks.
environment with mutual trust among users. Security issuesin fact, applications that provide publicly available services
are rarely given high priority by software developers, vendordave been the most intended targets of attack in the last years
network managers or consumers. As a result, a considera§le Among several techniques employed to exploit application
number of vulnerabilities raises constantly. Once explored bylnerabilities, buffer overflow has been one of the most
an attacker, these vulnerabilities put government, businessa¢lored [9].
and individual users at risk [1], [2]. ADENOIDS was tested against two datasets and the ex-
Intrusion detection systems (IDSs) are useful tools to inerimental results are encouraging. The proposed signature
prove the security of a computer system and, because of tHextraction algorithm can find the attack signature and discard
importance, they have become an integral part of modern negndidate signatures which do not correspond to an attack.
work Security techn0|ogy_ An IDS acts by monitoring events This paper is organized as follows. Section Il describes the
in a computer system or network, analyzing them for signs Bfain concepts of the immune system used as inspiration for
security problems [3]. Several techniques are used to achiéde development of the IDS framework, and briefly maps the
intrusion detection such as expert systems, state transitfs@mework into the immune system. Section Il synthesizes
approaches, statistical analysis, and neural networks [3]. Mdh€ proposed framework, describing its components and the
recenﬂy, several approaches based on the immune Sysgﬁﬁeral fUnCtioning. Section IV presents the implementation
were proposed [4], [5], [6], [7]. Most of these approache@spects of ABNOIDS and experimental results are shown in
concentrate on building models and algorithms for behaviopection V. Section VI concludes the paper.

based detection. _ _ _ Il. INTRODUCTION TO THEIMMUNE SYSTEM
This paper presents_afr_amework for |ntru5|o.n detection andThe immune system is a very complex bodily system,
automated response inspired by the human immune syst%

This f K is intended to mimi v at th hitect N we do not intend to provide a comprehensive view of
IS framework 1S intended to mimic, only at the architecturgyg functioning in this paper. Instead, the description to be

I_evel, several human immune system features, some of th Psented here focuses on those aspects that inspired the
little explored in other works. Examples of these features a&e

: i . X ) ) posal and development of ANOIDS. A more thorough
mtrusmq tolerance, |ntr.u5|on evidence detection, aUtomatﬁé)scription of the immune system can be found in [5], [10],
attack signature extraction and system recovery mechanis ]

One of the most important aspects of this framework
its assumption that successful attacks are inevitable, and#tsGeneral Concepts
strongest feature is its ability to deal with such situation. Note All living beings have the ability to present resistance to
that this is also the case with the vertebrate immune systeisease-causing agents, known as pathogens (e.g., viruses and
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bacteria). The primary role of the immune system is to protegéneric response (through the Innate Response Agent) and
our bodies against infections caused by pathogens. The defegeseerating danger signals indicating that damages are being
must occur in many levels and has to cover the whole bodyaused due to an attack in progress. These signals will be
Therefore, various levels of defense mechanisms and barriersponsible for co-stimulating the Behavior-Based Detector.
have evolved in order to result in sufficient protection. Th&nother important feature of this component is that it can
immune system can be divided into innate immune systestimulate an adaptive immune response (to be performed
and adaptive immune system, composed of diverse setsfuather by the Adaptive Response Agent) via the Signature
cells, molecules and organs that work in concert to protect th&tractor, without requiring the intervention of the Evidence-
organism. Each one of these systems recognize and respBaded Detector.

to particular types of pathogens. They have different but The Behavior-Based Detector performs the recognition of
complementary functions. some “bad patterns” through a behavioral analysis. This com-

The innate immune system is very important as a first lif@nent detects a possible anomalous behavior, but it will wait
of defense against several types of pathogens and is disoa co-stimulatory signal from the Evidence-Based Detector
crucial for the regulation of the adaptive immune systerbefore this profile is definitely identified as an attack. If this
Cells belonging to the innate immune system are capablegaf-stimulatory signal is delivered then a maturation process
recognizing generic molecular patterns (a type of moleculakes place.
signature) that are only present in pathogens, and can neveThe Signature Extractor is responsible for the signature
be found in the cells of the host. Once a pathogen hasturation process. It acts by exposing detected bad patterns
been recognized by a cell of the innate immune system, normal system events, like in the negative selection of the
this cell signals (through chemical messengers) other immungmune system. This process serves to eliminate some patterns
cells, including those of the adaptive immune system, to stavhich are false-positives. At the end of this maturation process
fighting against the pathogen. Therefore, the innate immuti attack signature can be outputted.
system plays a major role in providing co-stimulatory signals The Knowledge-Based Detector corresponds to the adaptive
for the adaptive immune system. Co-stimulatory signals af@mune memory. After the maturation process, only specific
usually provided by the innate immune system when thgad patterns are kept as memory. Once the Knowledge-Based
organism is being damaged in some way. For the most typesiatector detects an attack then a specific response to the attack
pathogens, the adaptive immune system cannot act without énitiated by the Adaptive Response Agent and the attack is
co-stimulatory signals provided by the innate immune systefllocked before damage can happen.

However, not all pathogens can be recognized by the innateThe difference between the Adaptive Response Agent and
immune system. Some specific pathogens are only recognizigél Response Generator is that the later generates the type
by cells and molecules of the adaptive immune system, algpresponse that will be performed by the Adaptive Response
called specific immune system. Any pathogenic pattern thagent.
can elicit an adaptive immune response is known as an antigemajtogether, the Signature Extractor, the Response Generator,
Once the adaptive immune system is prepared to act, it i@ Knowledge-Based Detector, and the Adaptive Response
adapt to the invading pathogen and create specific moleculent, compose the adaptive immune system. The Evidence-
patterns to fight against the same or a similar future infectigthsed Detector, Behavior-Based Detector and Innate Response
of this type. This is a remarkable feature of the immunggent components compose the innate immune system, acting
system, from the biological and computational perspectiviy a generic way for different attack types. The Console

the adaptiveness to previously seen molecular patterns, am@ Forensic Support Repository components were modeled
the generation and maintenance of stable memories of knoginly for operational reasons.

patterns.

B. Using Ideas from the Immune System to Introduce the IIl. THE FRAMEWORK

Proposed Framework This section introduces the proposed framework which can

The proposed IDS framework specifies ten componerftdPPOrt several'features de;irable in a computer immune
(see Figure 1). Some of these components are well-knog¥stem. The main goals of this framework are:
intrusion detection building blocks—such as Console, Datal) Precise detection of known attacks and effective re-
Source, Knowledge-Based Detector and Behavior-Based De- sponse against them.
tectot—and the others are specified by this framework. The 2) Detection of previously unknown attacks by analyzing
components which bring ideas from the immune system are evidences of successful attacks to the system.

emphasized here. 3) Ability to handle previously unknown attacks by:
The Evidence-Based Detector is part of the innate (com- a) Providing countermeasures to maintain the system
puter) immune system. It is capable of providing its own in acceptable conditions while a more detailed

1 . analysis is done.
The Knowledge-Based Detector and the Behavior-Based Detector are also b) L . bout th ttack i tt tt tract
known in the IDS community by the terms “Misuse-Based Detector” and ) Learning abou € attack In an attempt to extrac

“Anomaly-Based Detector”, respectively. a signature that matches the attack.
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c) Storing attack-relevant information in a repositorgommunication, start a new service, alter information in an

for future use. unusual way or perform other related violations [13], [14].

d) Restoring the affected system parts. Indeed, during an attack intruders usually modify the file

4) Precise detection and response to attacks that the sys&giem [15]. In this scenario, monitoring application-level
learnt to recognize. events against a specified policy can be done basically through

To achieve these goals, this framework makes use ofS¥stem Ce_‘” policies, at a low perf_ormance cost [16]' o
set of components—each one with a particular function—and,The Ey|dence—Based Detector is also responsml_e for initi-
specifies the relationship between them. Figure 1 illustratBiNd an innate response and the signature maturation process.

these components and the information flow between them. hhelnever tlg's compor;\ent detegtssg secunt;l/z policy wglatlon
its components are detailed in Section 111-A. the Innate Response Agent and Signature Extractor become

active. Also, information related to the detected attack can be

delivered to the Behavior-Based Detector, Forensic Support
Repository and Signature Extractor components.
: 2) Knowledge-Based Detectortike in other IDSs, the
i v Knowledge-Based Detector holds a set of attack signatures

and works by looking for attempts of these attacks. Once one

‘ | . attack is detected, the Adaptive Response Agent is activated.
Dot B o | Datasouree |~ | premer 0 <] 3) Adaptive Response Agerithe Adaptive Response agent

! : ' is responsible for the execution of specific countermeasures
g \ i g . related to the attack signature. This component is activated
pae | EVi denee-Based Adapive 22I);t?gcihse;;rrlgv;lﬁd%e—Based Detector and serves to block

! pe ctector Repe ! y damage can appeatr.

| : 4) Behavior-Based DetectofThis component acts just like
—,/\ i v i in classical behavior-based detection. Whenever the Behavior-
Forensic Support Signature —»|  Response Based Detector component detects anomalous behavior ex-
| Repository = | Extractor —=| Gemerwor | ceeding a specified threshold, it activates the Innate Response

R R R EEEEEE PR Agent. The detection of the Behavior-Based Detector is very
Fig. 1. The proposed framework. The components are represen{gboortant_ for two reasons: 1) it can_precede the detection of
by solid line rectangles. A grouping of components is representdifack evidences and thus can activate the Innate Response
by a dotted line rectangle. Solid directed lines indicate informatiohgent to minimize system damage; and 2) it can detect
flow and dotted directed lines show control flow. Each flow occuignomalous behavior and therefore can also be used to point to
between two components or between one component and all othg igate attack signatures after attack evidences are found.
components of the group. . . . .
Taking advantage of the precise evidence-based detection,
the Behavior-Based Detector can also improve detection when:
1) the actual behavior appears to be anomalous and evidence-
based detection indicates absence of an attack (in this case, the
Some framework components are well-known intrusion dactual behavior can be incorporated into the normal profile);
tection building blocks such as the Console, the Data Sour@,the actual behavior appears to be normal and evidence-
the Knowledge-based Detector and the Behavior-based Deteased detection indicates an attack in progress (in this case, the
tor. The Console is an interface between the framework aadtual behavior can be removed from the normal profile). In
the system administrator. The Data Source is not a componbaoth cases it is possible to reduce further mistaken detection—
by itself but represents the source of all information needéalse-positives and false-negatives.
for the correct IDS working. The remaining components are 5) Innate Response Agenfthe Innate Response Agent
described as follows. is responsible for initiating a series of contention measures
1) Evidence-Based DetectoRResponsible for monitoring to slow down a probable attack. Its reaction is limited and
the computer system searching for events that indicate a sgeneral because the attack is not specifically identified yet.
cessful attack. Roughly, this component monitors the compufne goal of this response is to minimize damage and to save
system in search for “damage” that give higher privileges tesources so as to allow the system to do a specific attack
the attacker. This component must have a precise detectaralysis. Example of these measures are limiting bandwidth
mechanism, matching a security policy, in the sense that disk access, and changing the priority of a process. If
both false-positives and false-negatives can happen only ahis component is activated by the Evidence-Based Detector,
near-zero rate. An Evidence-Based Detector with the givéime response can include a file system restoration, restarting
restriction can be developed because: evidences are invariatdgmons and even a machine reboot. The Evidence-Based
produced during an intrusion [12]; and a typical system atta€lketector can also terminate a response in progress.
will subvert a privileged process to have an unexpected acces8) Signature Extractor:The purpose of the Signature Ex-
to the file system, edit system logs, enable unauthorizadctor is to analyze the system during or after an attack in

A. Framework Components
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an attempt to extract a signature that matches the attackin both cases, repeated attacks can create an opportunity to
This signature will enable a more efficient detection of thisorrelate their events and extract signatures efficiently.
attack in the future. This component gets information from the The matching criterion of Step 4.2 must take into account
Data Source, Behavior-Based Detector and Evidence Bas#te attack classes being considered by the IDS developer.
Detector, and activates the Response Generator as soon ad lieematchesommand can, for example, represent a perfect
signature is created. matching or a partial matching of one or more event attributes.
A general algorithm for the signature extraction problem is It should be noted that the running time of the signature
proposed in this paper. It takes inspiration from the negatiextraction process is dependent mainly upon three factors:
selection process of the human immune system and it is sy, p and the generation rate of normal events. Therefore,
able for general attacks. The algorithm divides the signatut@s process may be long and it is not intended to provide a
extraction into two phases: the search for candidate signaturesponse in real-time.
and the maturation of the candidates. 7) Response GeneratorReceives attack signatures and
Unlike other works [5], [7], [17] which generate candidat@laborates a set of specific countermeasures to this attack.
detectors randomly, the proposed algorithm takes advantdgalso delivers signatures with the countermeasures to the
from the evidence detection and selects events prior to tKaowledge-Based Detector in order to prevent the attack in
attack to be the candidates. Because the attack is a fact—thg future. Example of countermeasures are to restart, kill or
the evidence detection—some events related to this attack matep a process, and to close a connection or block a specific
happen before this evidence detection. The proposed approaetwork traffic.
seems to be more appropriate to search for good candidate8) Forensic Support RepositoryThis component is de-
than random generation. In fact, the most appropriate usesigned to store information gathered during positive attack
the negative selection can be as a filter for invalid detectoidentification by the Evidence-Based Detector. It is modeled
and not for the generation of effective detectors [18]. to provide support for manual forensic analysis by preserving
The proposed algorithm is as follows. The input is condata that cannot be corrupted even after a system restore [12].
posed of a real number € ]0; 1], a setE of events prior to
the evidence detection and a $étof events generated by the
computer system during normal working, whe¥en E = 0. Since the presented framework makes the assumption that
The output is a sef’ C E of events, which are the extractegsuccessful attacks are inevitable, its components must be
attack signatures with estimated probability less thaof Protected in such a way that they cannot be damaged by the

false-positives occurring during further detection. The stegétack. This protection can be implemented basically at the
of this algorithm are as follows: operating system level, restricting the access from potential

attack targets.

B. Self-Maintenance

1. Restore the computer system to a safe state.

2. Select a sef’ of events to be the candidate signatures, IV. THE ADENOIDS IDS

3 whereC C E. The prototype AIENOIDS was developed based upon the
- progress 0. i proposed framework and it was designed to protect a single

4. While progress < [71 do: computer against application level attacks and to automate
4.1. Getanew event € N during the normal computer signature extraction for remote buffer overflow attacks. The

system working. attack evidences are detected in running processes at the

4.2. For alle; € C, if ¢; matches, thenC — C\ {¢;}. system call level and the attack signatures are extracted at
4.3. progress « progress + 1. the network level.

5. Return each signature . If |C| = 0, return null. Table | shows the ABNoOIDS module$ and their rela-

Step 2 involves the search for candidates and Stepfi@nship with the framework components. All modules were
performs the maturation of the candidates. Betmust be implemented in C over the Linux kernel version 2.4.19. Some
chosen to contain events related to the attack being analyZ&gmework components, such as the Response Generator, the
These candidate signatures can be obtained from the Behagtowledge-Based Detector and the Adaptive Response Agent

Based Detector or by selecting all events prior to the eviden@&re not included in this prototype. Once attack signatures are
detection within a time interval. extracted at the network level, the response must only block

The setN of normal events can be built in two ways:  the patterns known to be "bad”. Therefore these components

1) By collecting events before the attack. In this casg,ag"b(_a ;eplact(_ad by atpo:jlllée S:[(?Ert-mllmg [19].d' tributed
collected events must be stored in such way that ther¥ th n ?rm{’l‘ '_On rtteqwre I y i NE,[D ﬁ.are dls%'ln u et
can be retrieved in the future. In three levels: system calls, network traffic and file system

. . information.
2) By collecting events after the attack. In this case, i . . .
a new attack evidence is found during or soon after The ADCON module is provided through a set of configura-

the signature extraction process, the algorithm must Hgn files located in théetc/adenoids directory and a set

reStar_ted with the initial set’, because t.hiS new attack 2the term *module” was adopted to refer to an implemented framework
can disregard relevant events of the prior attack. component.
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TABLE |

The new system calls do their original work and call the
ADENOIDS MODULES AND RELATIONSHIP WITH THE FRAMEWORK

detection procedure. By detecting attack evidences, ADEID
analyzes only successful system calls. This feature—which

ADENOIDS Module [ Relationship with the Framework |

ADCON : Console characterizes the evidence detection, unlike [16]—also helps
ADEID Evidence-Based Detector . . .
ADBID Behavior-Based Detecto to reduce the false-positive rate because unauthorized actions
ADIRA Innate Response Agent will not be analyzed.
ADSIG Signature Extractor The policies are read from disk and loaded into memory
ADFSR Forensic Support Repository during the system startup. A new system call was also created
UNDOFS File system restoration for ADIRA for test reasons to update the policies after the system ini-
tialization. Whenever a new process is executed through the
system callsys_execve() , ADEID searches for a related
of log files located in thevar/log/adenoids directory. access policy. If there is one defined for this process it is
The remaining modules are described as follows. attached to the process. After this moment, the process has all
A ADEID relevant events monitored by ADEID. Once a process becomes

monitored, all new children processes will also be monitored.
The ADEID module monitors running applications in then this case, if a child process does not have a specific policy
search for events which violate pre-specified access polici@swill be monitored according to the parent process policy.
Each access policy specifies a set of operations which canyhenever ADEID detects some attack evidence the ADIRA
be performed by a specific process. The events analyzedigdule becomes active by calling a kernel procedure and,
ADEID are: after that, a SIGUSR1 is sent to ADSIG and information
« Files, directories and links: opening, creation, erasing, rabout the attack—current process and violated policy—are
naming, truncation and attribute changing (owner, grougiso delivered. For testing purposes an user can disable these

and permissions). activation mechanisms.
« Process: creation and execution. Preliminary results show that the performance cost imposed
« Kernel modules: creation and deletion. by ADEID is imperceptible for users. A general benchmark

« Communication: signal sending, TCP connection creatidar the most expensive operation—opening and reading cached
and acceptance, and UDP datagram sending and recéites—showed that this cost is, on average, lower #zrin an

ing. Athlon XP 1900+ with 512MB RAM. Table |l summarizes the
The monitoring policies must be specified obeying thaverage performance penalty imposed by the ADEID module.
following structure: This penalty was calculated by comparing the execution time
policy_name[ffully/qualified/program/pathname] of applications running over an unpatched kernel and the
execution time of these applications being monitored over
529K of pathnames and access permissions the ADEID patched kernel. Each test was repeated ten times
} and was used a total of 800 files equally distributed in eight
e orograms which can be executed categories of size: 100, 1000, 5000, 10000, 50000, 100000,

500000 and 1000000 bytes.

max_children = maximum number of children processes
can_send_signal = yes | no
can_manip_modules{ TABLE II
list of kernel modules which can be AVERAGE PERFORMANCE PENALTY IMPOSED BYADEID.
created and posteriorly deleted

[ Operation | Average Penalty ) |
Conge‘:t—,“Si“Qd—th = yeT | no System startup and halt 0.52
send_using_udp = yes | no -
accept_conn_on_ports{ Open and reaq cachgd files 4.32
list of port ranges which can be used to Create and write to files 0.09
accept connections Get cached files via httpd (Apache/2.0.4D) 1.78

Although the system call policies proposed in [16] can bg AppgID

more powerful, the ADEID policies make the specification The ADBID dule i ible f i K
a simpler task. For building a good monitoring policy it is € module is responsible for analyzing networ

necessary to know about the Linux file system hierarchy aH&‘ﬁiC i? search for incoming information which appear to be
the main purpose of the application intended to be monitoréy10Mmalous. . .

ADEID has been used to monitor named, wu-ftpd, amd, imapdADBlD capture.s p_ackets t_hrough pcap library and_ de]lv-
and httpd applications for two months. It has demonstrated o) them to application-specific procedures. An application-

be very efficient to detect attacks, being free of false-positivggec'f'(_: pr_ocedure decodes the related application-level proto-
and false-negatives during the tests. col delivering the requedto be analyzed.

ADEID is implement_ed as a k_emel patch _by rewriting 3The term “request” is was adopted to refer to application-level protocol
some system calls which deal with the monitored eventsta.
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The role of ADBID is to point to the candidate attack sig- The UNDOFS performance depends on the operation to be
natures. Because AENOIDS focuses on signature extractiordone. Appending bytes to a file adds only a fixed-size log.
for remote buffer overflow attacks, ADBID works by buildingFile truncation requires to read the bytes to be truncated and
a statistical profile to detect requests whose length are lésswrite them into the log file. File erasing and the overwrite
probable to be found during normal operation and are foulgperation are also expensive.
in overflow attacks. Actually, ADBID detects requests whose It should be noted that the default UNDOFS configuration
length is greater thap + 2s, wherey is the arithmetic mean file includes vital directories which are rarely modified and,
of requests length anglis the standard deviation of requestsherefore, the imposed cost is very acceptable.

length. The ADFSR module implements an interface to provide
ADBID writes all decoded requests to a file and all abnostep-by-step redo by calling UNDOFS procedures after a
mal decoded requests to a separate file. system reboot. In this way, the manual analysis of all file

The extensible ADBID implementation makes it possible teystem events happening during an attack is enabled; if a
add a new analysis procedure by creating this new procedsgstem administrator or forensics specialist want to do that.
and required data structures, and setting a function pointerEatADSIG
the ADBID initialization. A new application can have your—
traffic analyzed by adding some information about the appli- The ADSIG module is responsible for extracting attack
cation in the code such as packet filter expression, applicati§gnatures from network traffic in such a way that this attack
level protocol decoder procedure, ADEID monitoring policgan be efficiently identified and blocked in the future.

and application name. This module works exactly as proposed in Section 1lI-A.6.
Once activated by ADEID, ADSIG reads the delivered infor-
C. ADIRA mation about the violated policy—policy name and related

The ADIRA module is implemented as a kernel patcRrocess—and inserts this information in a queue.
and works by restoring the computer system after an attack\Whenever the current signature extraction terminates, AD-
Actually ADIRA does not implement the contention measureSIG gets the information about the next one from the queue.
proposed by the Innate Response Agent and, consequentlyf ihere is one into the queue, ADSIG begins a new signature

is only activated by ADEID. extraction by opening the related ADBID abnormal requests
ADIRA restores the computer system through the followinfile and loading the candidate signatures into a proper data
steps: structure. Actually ADSIG loads the candidates which were

1) Block all user processes. captured within the last 24 hours. The next step consists of
2) Restore the file system through UNDOFS module. opening the ADBID decoded requests file and to begin the

3) Restart the monitored applications. signature maturation process. _
4) Kill the attacked process. In the signature maturation process ADSIG considers only

5) Unblock all blocked processes. requests which arrived after the attack. A matching criterion
was chosen to discard the candidates which are most probable
D. UNDOFS and ADFSR to be found during normal operation. In the actual ADSIG

The UNDOFS module implements a general mechanism iggplementation all candidates whose length is lower than or
provide file system restoration by applyingdotechniques. It equal to a normal request length are discarded. .This works well
is also developed as a kernel patch and provides undo and rédiduffer overflow attacks because if a request is normal—and
features to any file system which can support both, reading a#i@oably does not overflow a buffer size—a candidate whose
writing data. length is at most equal to the request length probably will

This mechanism is activated before the following operatiof®t overflow this buffer size too and can also be considered
over files, directories and links can be done: creation, erasifgrmaf. At the end of the signature maturation process
renaming, writing, truncation and attribute changing. For eadfPSIG outputs the extracted signatures.
operation a specific undo log is created. This log holds theThe current implementation does not take advantage of
necessary information in such way that the operation can gébsequent attacks and the current signature extraction process
reversed in the future. Redo logs are created by operatidghgestarted when new evidences are found.
performed during the undo process. The default value for the parameters 0.0001, what means

A kernel procedure can be called to request a file systéhfit the extracted signatures altogether will probably generate
undo or redo up to a defined checkpoint. Actually the checless than one false-positive in ten thousand requests.
points are inse_rted gutomatically durin_g the _system startupe ApenoIDS Seli-Maintenance

A configuration file states what directories are covered

by this mechanism. The default UNDOFS configuration_ADEN(_)IDS implements as_imple self-maintenance mecha-
file includes the directoriegbin , /boot , /dev , /etc , nism, which consists of denying access to bIpS mod-

ules, data and configuration files from the processes being

finitrd , llib , /sbin , /usr and/var/named . These
o_Ilrect_orles contain the most important bmar'e_s and configurasp yore complete analysis should consider a different buffer size for each
tion files needed for the correct system working. request type.
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monitored. In this way AIBNOIDS considers that all possibleand the second column shows the average number of requests
attack target—usually server applications—must be monitorgzer day to the considered target host in the whole dataset.
V. EXPERIMENTAL RESULTS The third column presents the number of requests spent in
' the ADBID training. The fourth column shows the number of
This section presents experimental results obtained by teglquests prior to the attack which were captured in the last 24
ing the ADENOIDS IDS. The main objectives of the tests Wergoyrs. Each test was performed by considering an exclusive
to evaluate the ability of evidence-based detection, behaviggt of prior events. For the LAS dataset, it was used a fixed
based detection and signature extraction mechanisms.  pnymper of 10,000 requests prior to the attack, exceeding the
The tests were done on an Athlon XP 1900+ with 512MByerage number of requests per day. The fifth column shows
DDR RAM, 80GB Ultra-DMA IDE 7200 RPM hard disk the number of ADBID candidate signatures extracted from
running Linux kernel 2.4.19. This host system was used to @fach of these sets. The sixth column presents the number of
tack a User-mode Linux virtual machine running AROIDS  requests required by the complete signature extraction process.
over a guest kernel 2.4.19. This guest system was customizg@&ome tests the final ADSIG output can be known by using
from a Red Hat Linux 6.2 to provide vulnerable namecynly 1,000 normal events in the maturation process, but to
wu-ftpd, amd and imapd applications. All these applicationgtisfy thep parameter (indicated between parenthesis) the
can be successfully attacked through buffer overflow exploiocess must be continued. The seventh column indicates the
collected around the world. number of requests outputted by ADSIG at the end of the

The ADEID, UNDOFS and ADFSR modules have beematuration process. Some attacks can present more than one
used for two months whereas the ADBID, ADIRA and ADSIGyttack signature and the eighth column indicates if the main

modules were tested for two weeks. overflow request is found by ADSIG. The last column shows
Each ADEID monitoring policy was built in two steps byine number of false-positives after the signature extraction
observing the reported violations: process.
1) Initial policy establishment. This step spent about half The ADBID module was very efficient to found the candi-
an hour of intensive work. date signatures. Its detection was capable of selecting fewer
2) Policy refinement. This step spent about two days ehndidates and the main buffer overflow request was always
sparse work. inside the candidates’ set.

After these steps, the ADBID demonstrated to be very The ADSIG module has also demonstrated to be very appro-
efficient to detect attacks, being free from false-positives apiate to discard erroneous candidates. The overflow requests
false-negatives during the tests. were the only candidates at the end of the signature extraction

The complete AEBNOIDS IDS was tested against theprocess in seventeen out of twenty one attacks analyzed. The
1999 Darpa Offline Intrusion Detection Evaluation datasetwu-ftpd false-positives were probably produced due to a fewer
available at http://www.ll.mit.edu/IST/ideval/index.html—anchumber of requests in the dataset and, consequently, in the
against a dataset collected at our research laboratory (LAfturation process. The first named false-positive was not also
dataset). an overflow, but it looks like a malformed host name query.

The 1999 Darpa Offline IDS Evaluation dataset is composedAnhough some false-positives can happen, the signature
of training and test datasets which include network traffic daigeneration algorithm claims that extracted signatures which

event logs and other audited data. Several attack types gfe valid requests will be probabilistically rare events in further
present in this evaluation, including buffer overflow attacksjetection.

ADENOIDS was tested only against named buffer overflow

attacks because this dataset does not provide training data for VI. CONCLUSIONS ANDFUTURE WORKS

the imapd overflow and the vulnerable sendmail daemon was

not available. To compensate this, some buffer overflow attacksThis paper proposes a new security framework which takes
in the test data for the wu-ftpd daemon were inserted. BecadRgpiration from the human immune system. The analogies are
ADENOIDS analyzes only events produced by one host thaainly kept at the architectural level and several well-known
test was done considering the network traffic destined to ho#t§usion detection techniques are integrated. In addition, new
separately. components are specified. The result is a security framework

The LAS dataset was collected under normal conditiofigat is very appropriate to computer security problems.
at our external DNS server during 43 days. This datasetAn IDS, called ADENOIDS, based upon the proposed
was chosen by two factors: 1) named is a very importafifamework was developed. This IDS is originally intended to
application and often vulnerable; and 2) DNS queries can deal with application attacks, extracting attack signatures for
replayed easily. This dataset was first analyzed before the testote buffer overflow attacks. AENOIDS is composed of
phase and was verified to be free of attacks. seven modules, as described in the paper.

Table Il summarizes the results for the 1999 Darpa Offline This IDS was tested against the Darpa 1999 Offline IDS
IDS Evaluation and the LAS datasets. An appropriate labElaluation dataset and against another collected dataset. The
is placed before the beginning of each dataset results. Téerimental results presented were very encouraging. The
first column describes the target daemon being considem@posed signature extraction algorithm can find the attack
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TABLE Il
EXPERIMENTAL RESULTS FOR THE1999 DARPA OFFLINE IDS EVALUATION DATASET AND FOR THE LAS DATASET.

Target Average # of # Requests # Requests| # Candidates Required # of | # Extracted | Signature | # False-
Daemon | Requests/Day| ADBID Training Last 24 Hours | Last 24 Hours Normal Events Requests Found? | Positives
Experimental results for the 1999 Darpa Offline IDS Evalutaion dataset

named 174559 50000 58942 6 | 10000 p = 0.0001) 1 yes 0
named 174559 50000 267336 11 | 10000 p = 0.0001) 1 yes 0
named 174559 50000 266995 8 | 10000 p = 0.0001) 1 yes 0
wu-ftpd 1575 2000 1873 29 4342 ( = 0.003) 13 yes 1
wu-ftpd 1575 2000 1603 36 4008 p = 0.003) 12 yes 0
wu-ftpd 827 2000 918 22 3340 (p = 0.003) 10 yes 0
wu-ftpd 827 2000 795 22 3674 (p = 0.003) 11 yes 1
wu-ftpd 761 2000 670 24 4008 p = 0.003) 12 yes 0
wu-ftpd 761 2000 1097 38 4008 p = 0.003) 12 yes 0
Experimental results for the LAS dataset

named 8590 40922 10000 25 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 7 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 14 | 21099 p = 0.0001) 2 yes 1
named 8590 40922 10000 20 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 18 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 15 | 10000 f = 0.0001) 1 yes 0
named 8590 40922 10000 10 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 18 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 20 | 20000 p = 0.0001) 2 yes 1
named 8590 40922 10000 25 | 10000 p = 0.0001) 1 yes 0
named 8590 40922 10000 20 | 11640 p = 0.0001) 1 yes 0
named 8590 40922 10000 23 | 30955 p = 0.0001) 1 yes 0

signatures and discard candidate signatures that would ofilyJ. Kim and P. Bentley, “An Artificial Immune Model for Network
produce false-positives. Intrusion Detection”, inProceedings of the 7th European Congress on

. . . Intelligent Techniques and Soft Computin®99.
Future work includes new tests considering other vulnerat[gqa J. Kephart, “A biologically inspired immune system for computers”,

applications, addition of new features in the IDS, a more Artificial Life IV: Proceedings of the Fourth International Workshop on
detailed analysis of the experimental results reported here, andthe Synthesis and Simulation of Living Systepps 130-139, MIT Press,
a study about ABNOIDS generalization capability. It is alsOjg; cerT/cc, “CERT Summaries 1995-2003ert Coordination Center
the authors’ intent to study the Danger Theory of the immune Available on the web at http://www.cert.org/summaries, 2004.

system [20], [21] and check if it can add to the framework.[10] L. N. de Castro and J. Timmis, “Artificial Inmune Systems: A New
Computational Intelligence Approach”, 1st ed., Springer-Verlag, 2002.

Although the ADENOIDS signature extraction meChanisrqll] C. Janeway, P. Travers, M. Walport and J. Capra, “Immunobiology: The
covers only buffer overflow attacks, the proposed framework Immune System in Health & Disease”. 4th ed., Garland Publishing, 1999.

is extensible to other classes of attacks. The ideas describedl P- Stephenson, “investigating Computer-Related Crime”, 1st ed., CRC

. . . . Press, 1999.
here can also have straight applications in other areas, suc8Scert/cc, “CERT/CC Overview: Incident and  Vulnerability
honeypot automation and forensic analysis. Trends”, CERT Coordination Center Available on the web at
http://www.cert.org/present/cert-overview-trends, 2004.
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