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Imprecise input data imposes special challenges to grid scheduling. This paper introduces a
novel scheduler based on fuzzy optimization called IP-FULL-FUZZY which considers uncer-
tainties of both application demands and of resource availability. The effectiveness of the
proposed scheduler is compared to that of three non-fuzzy schedulers, as well as to that
of a fuzzy scheduler which considers only uncertainties of application demands. Results
of simulations considering diverse scenarios, based on characteristics of real networks
and grid applications, evince the advantages of the proposed scheduler.
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1. Introduction

Central to grid processing is the scheduling of applica-
tion tasks to resources. Essentially, scheduling involves
the decision making process of matching application de-
mands to grid resources, as well as the specification of
the time at which specific resources should be used to sat-
isfy these demands. Grid resources are composed of the
computational and storage capacity of the hosts as well
as the network bandwidth.

Furthermore, the scheduling problem is an NP-hard
problem [1], and feasible solutions in real time require
the use of either heuristics or approximations [2]. Once
tasks are allocated to hosts (grid nodes) according to a
schedule, they are executed until all have been completed.
However, due to the lack of ownership of resources, avail-
ability can change dynamically due to other loads on the
grid. Thus, the original schedule may become sub-optimal.
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Imprecise estimations of both applications demands
and resource availability impose additional challenges to
grid scheduling. Uncertainties of application demands
arise from the lack of precision in estimating the amount
of data to be transferred by different applications. Uncer-
tainty of available bandwidth is related to the nature of
measurement and monitoring tools. Actually, estimations
are quite often given in ranges rather than as deterministic
values [3,4]. Schedules produced by deterministic schedul-
ers and based on imprecise input data can be quite differ-
ent from optimal ones.

Adaptive scheduling, dynamic scheduling and self-
adjusting scheduling have all been proposed in the litera-
ture [5–8] to deal with fluctuations of resource availability.
All of these schemes were designed to minimize the make-
span. Resource monitoring and task migration are used in
these approaches to react to fluctuations in the grid state.
However, continuous monitoring can increase the actual
uncertainty level due to the intrusion effect, while unnec-
essary task migration can increase overhead, thus enlarg-
ing the makespan.

Another approach to minimize the negative impact
of uncertainties is to take them into account in both
st scheduler for grid networks under uncertainties of both appli-
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application demands and resource availability in the input
data. One of the advantages of this approach is a reduction
in the number of reconfigurations necessary to reduce the
makespan of the applications; another is to avoid poor
operation as a result of misleading information.

This paper introduces a novel scheduler based on fuzzy
optimization called IP-FULL-FUZZY for the consideration of
the uncertainties of application demands and resource
availability. To our knowledge, there is no other proposal
in the literature that simultaneously takes into account
both of these sources of uncertainties in grid scheduling.
The IP-FULL-FUZZY is a revised version of the scheduler
presented in [9] and differs from that in [10], which con-
siders only the uncertainties of application demands.

The ranges of potential values for the application de-
mands and availability of grid resources in the IP-FULL-
FUZZY scheduler are modeled by fuzzy triangular numbers
[11,12] and they are denominated projected uncertainty
levels. Expressing resource availability as ranges of values
in the problem formulation is a realistic approach, since
several popular monitoring and measurement tools furnish
their results as ranges of values. For instance, the path-

load [3] and the abget [4] tools express the end-to-end
available bandwidth between a pair of hosts as a range of
bandwidth values; such tools are adequate for grid sys-
tems as shown in [13].

The performance of IP-FULL-FUZZY was compared to
that of a scheduler which considers only application de-
mand uncertainties (IP-APP-FUZZY) and that of a non-fuz-
zy scheduler (RANDOM). Grid topologies similar to that of
the Internet and several DAGs were employed in the eval-
uation. We simulated scenarios using characteristics of real
networks and grid applications. It was shown that the IP-
FULL-FUZZY scheduler is robust for both types of uncer-
tainty, producing speedup values 33% and 21% higher than
those given by IP-APP-FUZZY and RANDOM, respectively.
Moreover, the execution time can be 38% lower than that
of the other two schedulers. The proposed scheduler was
also compared to the deterministic schedulers HEFT and
CPOP, which are quite popular in grid scheduling analysis.
Results indicate that the speedup produced by the IP-FULL-
FUZZY is on average 25% higher than that of the HEFT and
17% higher than that of the CPOP. Furthermore, the sched-
uling decisions made by IP-FULL-FUZZY tend to decrease
the network utilization when the level of uncertainty in
data transfer demand is high.

This paper is organized as follow. Section 2 presents
definitions of terms used in the rest of the paper. Section
3 reviews previous work. Section 4 justifies the need for
the proposed scheduler. Section 5 introduces the IP-FULL-
FUZZY scheduler, a scheduler based on fuzzy optimization
theory which considers uncertainties of both application
demands and of resource availability estimations. Section
6 evaluates the proposed scheduler and Section 7 draws
some conclusions.
Fig. 1. Example of a DAG with 6 vertices and 8 arcs.
2. Terminology and definitions

This section presents, in alphabetical order, the defini-
tion of some terms used in the paper.
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� Application demands – requirements of utilization of
computational and communication resources to process
an application. In this paper these requirements are,
respectively, given by the number of instructions and
the number of bits. For example, if an application has
two tasks which transfer 8 Gb of data between them-
selves with 1 � 106 and 2 � 106 instructions, the appli-
cation demands are represented by the set {{1 � 106

instructions,2 � 106 instructions}, {1 Gb}} (please see
the definition of the term ‘‘instruction” and the term
‘‘task” mentioned below);
� Directed Acyclic Graph (DAG) – ‘‘DAG G is a pair (V,E),

where V is a finite set and E is a binary relation on V.
The set V is called the vertex set of G, and its elements
are called vertices (singular: vertex). The set E is called
the edge set of G, and its elements are called edges or arcs,
so that there is no path in V that forms a cycle (a path
hv0,v1, . . .,vki forms a cycle if v0 = vk and the path contains
at least one edge)” [14]. Fig. 1 illustrates a DAG with
V = {t0, t1, t2, t3, t4, t5} and E = {(t0, t1), (t0, t2), (t0, t3),
(t0, t4), (t1, t5), (t2, t5), (t3, t5), (t4, t5)}. Vertices are repre-
sented by ellipses in the figure, and edges are represented
by arrows. DAGs are used to represent the dependencies
among the tasks of an application [15,16]. The DAG in
Fig. 1 represents the tasks of an application. The weights
on the arcs connecting two nodes express the number
of bits to be exchanged by two dependent tasks. The
weights on the nodes represent the amount of instruc-
tions to be processed. The strings between parenthesis
are used to identify the tasks;
� Execution time – also known as response time, gives the

total time required for the computer to complete a pro-
gram, including disk accesses, memory access, I/O activ-
ities, operating system overhead, CPU execution time,
and so on [17];
� Fuzzy optimization – an optimization problem in which

the objective function or/and the constraints involve
fuzzy numbers [18,19] (please see the definition of the
term ‘‘membership function” mentioned below);
� Grid applications – applications that are executed on

grids;
� Grid schedule – a mapping of the tasks of an application

on the hosts of a grid jointly with the designated start-
ing time of the execution of these tasks;
� Grid scheduler – a program that produces a grid sche-

dule [20];
st scheduler for grid networks under uncertainties of both appli-
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� Grid scheduling – process that aims to produce a grid
schedule [21];
� Heuristics – or heuristic algorithms are algorithms that

provide a sub-optimal solution, but without a guarantee
on its quality. Although the running time is not guaran-
teed to be polynomial, empirical evidence suggests that
some of these algorithms find a good solution fast. [22];
� Instruction – an assembly instruction executed in a pro-

cessor. The computational demand of a task is repre-
sented by the number of machine instructions to be
executed. In this paper we do not consider issues
related to the compatibility of instruction sets of differ-
ent processors. Virtualization techniques can be used to
address this issue [23];
� Integer programming or integer linear programming – a

deterministic optimization method. ‘‘Many problems
can be formulated by maximizing or minimizing an
objective, given limited resources and competing con-
straints. If it is possible to specify the objective as a lin-
ear function of certain variables, and if it is possible to
specify the constraints on resources as equalities or
inequalities on those variables, then we have a linear-
programming problem. If we add to a linear program
the additional requirement that all variables take on
integer values, we have an integer linear program” [14];
� Makespan – elapsed time between the submission of a

parallel application to a distributed/parallel system for
processing and the ending time of the processing of this
application [24]. Although the term ‘‘execution time” is
also valid to define the time needed to process a parallel
application, the term makespan is generally used;
� Membership function – or degree of truth l(x), defines

the degree of membership for the element x in a given
fuzzy set [25]. When the fuzzy set represents an inter-
val 2 R, it is also named a fuzzy number. Its elements
vary in a range [min,max] and they are associated with
the membership function lðxÞ; x 2 R; lðxÞ 2 ½0;1�; For
x < min and x > max, the membership function is null.
 0

 1

 0 min

ã(
t)

t

Fig. 2. Triangular fuzzy n
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The greater the value of l(x), the greater is the truth
about the membership of x;
� Projected uncertainty level – the ranges of potential val-

ues for the application demands and for the availability
of grid resources in the IP-FULL-FUZZY scheduler;
� Quality of information (QoI) – describes the degree of

certainty in relation to a specific value [26] and it is
given by:
umber

st sche
0.1016/
if ðtrue value> estimatedÞ

! QoI¼100%� 1� true value�estimated
true value

� �
;

else!QoI¼100%� 1� estimated� true value
estimated

� �
;

� Resource availability – existence of resource that can be
used immediately;
� Shortest path – ‘‘given a weighted, directed graph G =

(V,E), with weight function w : E! R mapping edges
to real-valued weights. The weight of path p = hv0,
v1, . . .,vki is the sum of the weights of its constituent
edges:
wðpÞ ¼
Xk

i¼1

wðv i�1;v iÞ:

The shortest-path weight from u to v is defined by:

dðu;vÞ

¼
minfwðpÞ : u,

p vg if there is a path from u to v ;
1 otherwise:

8><
>:

A shortest path from vertex v to vertex u is then defined
as any path p with weight w(p) = d(u,v)” [14];
� Speedup – ratio between the time taken to process

sequentially the tasks of an application and the time
to process the same set of tasks in a non-sequential
fashion [20,27];
max

[min,max].

duler for grid networks under uncertainties of both appli-
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� Task – sub-set of data and executable instructions of a
parallel application. Some authors define a task as any-
thing that needs resources [24]. Usually, a parallel
application (program) is broken into several tasks for
parallel processing. The division of applications into
tasks is defined by grid users or by the application
developers according to the application logical struc-
ture. For instance, a division that takes into consider-
ation the nodes of a DAG [24];
� Triangular fuzzy number – a fuzzy number ~a with mem-

bership function defined as [28]:
Please
cation
~aðtÞ ¼

1� a�t
a if a� a 6 t 6 a;

1 if a 6 t 6 b;

1� t�b
b if a 6 t 6 bþ b;

0 otherwise:

8>>>>>><
>>>>>>:
Fig. 2 illustrates a triangular fuzzy number ~a with
a = b = (max + min)/2 and a = b = (max �min)/2.

3. Previous work

The ILPDT scheduler was introduced in [2]. It considers
discrete intervals of time ð2 ZþÞ and treats the scheduling
problem as an integer linear-programming problem. The
ILPDT was employed for the design of the ILP-FUZZY
scheduler [10], which models the uncertainties of applica-
tion demands as fuzzy numbers. Encouraging results de-
rived when using the ILP-FUZZY scheduler motivated the
development of the IP-FULL-FUZZY scheduler, which con-
siders uncertainties in both application demands and re-
source availability.

The negative impact of the uncertainties in application
demands in two approaches for scheduling DAGs of depen-
dent tasks was presented in [29]. However, no scheduler
accounting for the uncertainty in application demands
was proposed. The present paper uses the same real net-
work scenario and the same range of uncertainty level
used in [29].

A dynamic approach for dealing with uncertainties was
introduced in [7]. The IP-FULL-FUZZY differs from the
scheduler in [7], however, since the latter did not take into
account uncertainties related to the duration of the trans-
fer of data. Moreover, evaluation of the scheduler in [7] did
not include different uncertainty levels as has been done
here.

As in the present paper, the scheduler proposed in [11]
uses triangular fuzzy numbers, but it did not distinguish
sources of misleading information. The work in [12] also
assumes this type of shape but ignored weight values in
the DAGs describing task dependencies.

In [30], two heuristic-based schedulers (called HEFT –
Heterogeneous Earliest-Finish-Time and CPOP – Critical-
Path-on-a-Processor) were introduced for the minimization
of the makespan of applications submitted to heteroge-
neous parallel systems, while maintaining low computa-
tional complexity, and they are widely used in the
literature for comparison of new proposed schedulers
[7,31–34]. The HEFT schedules each task on the basis of cri-
teria of the longest path up to the final task in the DAG. The
cite this article in press as: D.M. Batista, N.L.S. da Fonseca, Robu
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CPOP scheduler also uses the longest path from the first
task to the one being scheduled as a criterion and tasks
on the critical path are scheduled to a single processor. Nei-
ther scheduler, however, considers uncertainties in the in-
put data, which results in a negative impact on the
performance. This also justifies the need for a scheduler
such as that proposed in this paper.

There is a clear need for a scheduling framework based
on fuzzy optimization, and in [9], we proposed the IP-
FULL-FUZZY. We made a preliminary evaluation of its per-
formance at that time, but have since then extended the
scenarios and applications for which it has been evalu-
ated. Such results present a stronger case for the effec-
tiveness of the IP-FULL-FUZZY than does the work in
[9]. Moreover, we present the transformation of the fuzzy
optimization problem into an integer programming prob-
lem and the performance of IP-FULL-FUZZY is compared
with that of four different schedulers, including the CPOP
and the HEFT schedulers which is also a distinct aspect of
this paper.
4. Motivation

The purpose of a grid scheduler is to determine the
assignment of tasks to hosts, as well as the sequence of
task executions, i.e., the schedule. Schedules are derived
according to specific objectives related to the type of appli-
cation. For instance, schedules for the execution of e-Sci-
ence applications usually target the minimization of the
makespan. The search for an optimum schedule is an
NP-hard problem and heuristics and approximation tech-
niques are generally employed to find a solution close to
the optimal one. They receive as input the computational
and the communication demands (Fig. 3(a)) and informa-
tion about grid resource availability (Fig. 3(b)) to produce
schedules which are used by grid management agents to
allocate resources, dispatch tasks to hosts and initiate
execution.

This section illustrates the need for fuzzy scheduling
procedures. The example in Fig. 3 is adopted as a reference
for arguments of motivation. Fig. 3(a) illustrates the DAG of
an application. Fig. 3(b) represents the grid resources:
nodes represent hosts with labels expressing the inverse
of host capacity (instructions/unit of time)�1 and the
edges represent the network links, with the labels giving
the inverse of the available bandwidth (bits/unit
of time)�1. The dotted lines denote the presence of other
resources in the grid.

To produce input data with QoI < 100%, the time to
transfer one bit was increased, i.e., the available bandwidth
was reduced, leading to overestimation of the bandwidth
by the scheduler. Increases in bit transfer time of 25%,
50%, 100% and 200% imply QoI values of 80%, 66.67%, 50%
and 33.33%, respectively.

The HEFT and CPOP schedulers were used to generate
the scheduling of the application. As these schedulers do
not deal with the uncertainty of application demands and
resource availability, they were expected to produce poor
schedules when input information did not correspond to
the real demands. The CPOP and the HEFT schedulers were
st scheduler for grid networks under uncertainties of both appli-
0.1016/j.comnet.2010.07.009

http://dx.doi.org/10.1016/j.comnet.2010.07.009


Fig. 3. An example to illustrate the need for fuzzy scheduling.

D.M. Batista, N.L.S. da Fonseca / Computer Networks xxx (2010) xxx–xxx 5
thus executed under two conditions: with 100% QoI input
data and with input data with less than that.

Fig. 4 shows the makespans predicted by these schedul-
ers when the true available bandwidth was known (curves
labeled as ‘‘precise estimation”) and when the QoI was less
than 100% (curves labeled as ‘‘imprecise estimations”). The
overlap of curves when QoI was less than 50% shows the
importance of both magnitude of uncertainty and rele-
vance on the performance. In this example, the uncertainty
of the data transfer time had only a minor impact on the
execution time for QoI 6 50% due to the parallelization
adopted. However, when the transfer time was increased
by more than 100%, the performance of deterministic
schedulers fed by imprecise information underwent signif-
icant degradation.

The makespan produced by the deterministic schedul-
ers with QoI < 100% increased, as expected, being 70%
higher for increases of 200% for the time for the CPOP
scheduler and 54% higher for HEFT. This suggests that
deterministic schedulers produce poor schedules when re-
source availability is lower than expected. One way to
 0
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 0  25  50
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% increase in data transfer time
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Fig. 4. Makespan in scenarios with pre
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counteract this deficiency is to consider the Quality of
Information of estimated demand as input to the scheduler
by estimating this demand as a fuzzy value. Furthermore,
as will be shown in the next section, the IP-FULL-FUZZY
scheduler is able to produce schedules that leads to perfor-
mance when the QoI is less than 100% equivalent to the
performance of schedules derived when the QoI is 100%.
5. The IP-FULL-FUZZY Scheduler

This section introduces the IP-FULL-FUZZY scheduler.
Throughout the paper, we denote the uncertainty level
existing in the input data describing the application or
the grid resources as ‘‘actual uncertainty level” and the
uncertainty level which the scheduler was designed to
handle as ‘‘projected uncertainty level”.

The IP-FULL-FUZZY scheduler is based on a fuzzy opti-
mization formulation. This formulation is then trans-
formed into a crisp equivalent model based on an integer
programming formulation [25].
 100  200
 (decrease in available bandwidth)

 (imprecise estimations)
 (imprecise estimations)
P (precise estimations)
T (precise estimations)

cise and imprecise estimations.

st scheduler for grid networks under uncertainties of both appli-
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We consider that the IP-FULL-FUZZY scheduler defines a
schedule on a discrete timeline. Although the discretiza-
tion of time introduces approximation and a consequent
loss of precision, under certain circumstances, this loss
may not be significant, and the savings in time can be quite
attractive when compared to a corresponding scheduler
which assumes time as a continuous variable. Uncertain-
ties in both application demands and resource availability
are represented by fuzzy numbers in the proposed formu-
lation. The schedule given as a solution defines the map-
ping of tasks to hosts, as well as the timing for the
initiation of the execution of tasks.

The IP-FULL-FUZZY scheduler accepts two graphs as in-
put. The graph H = (VH,EH) represents the grid topology,
while the DAG D = (VD,AD) indicates the dependencies
among tasks. In H, VH is the set of m (m = jVHj) hosts con-
nected by the set of links EH. Hosts are labeled from 1 to
m. In D,VD is the set of n (n = jVDj) tasks with integer num-
bers as labels, which allow a topological ordering of tasks,
and AD is the set of dependencies.

The IP-FULL-FUZZY scheduler considers that the input
DAG have a single input task and a single output task.
DAGs failing to satisfy this condition because they involve
more than one input or output task can be easily modified
by considering two null tasks with both processing time
and communication weight equal to zero. IP-FULL-FUZZY
provides as output, a list which provides information about
the host on which each task should be executed, the start-
ing time of that task, and the time when data transfer
should take place.

Some characteristics of the DAGs are the following: Ii is
the processing demand of the ith task, expressed as number
of instructions to be processed by the ith task ðIi 2 RþÞ; Bi;j is
the number of bytes transmitted between the ith task and
the jth task ðBi;j 2 RþÞ; D is the set of arcs {ij : i < j and there
exists an arc from vertex i to vertex j in the DAG}. Moreover,
grid resources composed of hosts and links have the follow-
ing characteristics: TIk is the time the kth host takes to
execute 1 instruction ðTIk 2 RþÞ; TBk,l is the time for trans-
mitting 1 bit on the link connecting the kth host to the lth
host ðTBk;l 2 RþÞ; dðkÞ is the set of hosts linked to the kth host
in the network, including the host k itself.

The weights of arcs (B) and nodes (I) representing,
respectively, the amount of data to be transferred and
the amount of processing are furnished by the user.

The values of I and B are represented by triangular fuzzy
numbers. The ith task requires Ii instructions with a pro-
jected uncertainty level of r% of this value; the quantity

of instructions is represented by eIi ¼ ½Ii; Ii; Ii�, where

Ii ¼ Ii 1� r
100

� �
and Ii ¼ Ii 1þ r

100

� �
. Similarly, communication

demands are given by fBi;j ¼ ½Bi;j;Bi;j;Bi;j�, with q% of pro-

jected uncertainty level, i.e., Bi;j ¼ Bi;j 1� q
100

� �
and

Bi;j ¼ Bi;j 1þ q
100

� �
. The lower the value of r, the closer to

the true computational demand are the weight values fur-
nished by the DAG. Similarly, the lower the value of q, the
closer to the true communication demand are the weight
values furnished in the DAG.

The processing capacity of the kth host is given byfTIk ¼ ½TIk; TIk; TIk� where TIk ¼ TIk 1� v
100

� �
and TIk ¼ TIk 1þð
Please cite this article in press as: D.M. Batista, N.L.S. da Fonseca, Robu
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v
100Þ, with v% representing the projected uncertainty level.
Moreover, the available bandwidth between hosts k and l
is given by gTBk;l ¼ ½TBk;l; TBk;l; TBk;l�, with x% projected
uncertainty level, i.e., TBk;l ¼ TBk;l 1� x

100

� �
and TBk;l ¼

TBk;l 1þ x
100

� �
. The lower the value of v, the closer is the esti-

mation of the processing availability to the true value in the
hosts. Note that the values of TIk are estimated considering
the existing processing load on the host. The greater the
number of jobs competing for CPU, the higher are the TIk val-
ues. Similarly, the lower the values ofx, the closer to the true
available bandwidth are the estimated ones. Note that TB is a
fuzzy triangular number which describes the estimations
provided by popular available bandwidth estimators such
as abget and pathload [35]. Note, also, that such estima-
tions are furnished as input to the schedulers, since the role
of the fuzzy scheduler is to make decisions which should be
robust in the face of the uncertainties as a result of the use of
monitoring/measuring tools.

For convenience, the following notation is used:
T ¼ f1; . . . ; T 00maxg, where T 00max ¼ Tmax 1þ r

100

� �
1þ v

100

� �
and

Tmax is the time that the application would take to execute
serially all the tasks on the fastest host, i.e.,
Tmax ¼minðfTI kjk2V HgÞ �

Pn
i¼1Ii. The minimum makespan

achievable is obtained when all tasks on the shortest path
(SP) of D (considering the number of instructions as
weights), are executed on the fastest host. This minimum
time is represented by T 00min, where T 00min ¼ Tmin 1� r

100

� �
1� v

100

� �
and Tmin ¼ minðfTIkjk2VH

gÞ �
P

i2SPIi. The values of
Tmin and Tmax are computed as if there were no actual
uncertainty level in either the DAG or the grid. The vari-
ables r and v introduce the projected uncertainty level
in T 00max and T 00min.

The IP-FULL-FUZZY scheduler solves a linear integer
program which seeks the value of the variables xi,t,k

(2{0,1}) and fi ð2 N�Þ. xi;t;k is a binary variable that assumes
a value of 1 if the ith task finishes at time t on host k; other-
wise this variable assumes a value of 0;fi is a variable that
stores the time at which the execution of the ith task is fin-
ished fi 2 N�ð Þ. These variables are related as follows:

8i 2 VD; f i ¼
X
t2T

X
k2H

txi;t;k: ð1Þ

The IP-FULL-FUZZY is given by the following fuzzy opti-
mization problem:

Minimize efn

subject to
X
t2T 0

X
k2VH

xj;t;k ¼ 1 for j 2 VD; ðF01Þ

xj;t;k ¼ 0
for j 2 VD; k 2 VH;

t 2 f1; . . . ; deIj
eTIkeg;

ðF02Þ

X
k2dðlÞ

Xdt�eIj
eTI l� eBi;j

eTBk;le

s¼1

xi;s;k P
Xt

s¼1

xj;s;l
for j 2 VD; ij 2 AD;

for l 2 VH; t 2 T 0;

ðF03Þ

X
j2VD

XdtþeIj
eTIk�1e

s¼t

xj;s;k 6 1
for k 2 VH; t 2 T 0;
t 6 dT 0max � eIj

eTIke;
ðF04Þ

xj;t;k 2 f0;1g
for j 2 VD; l 2 VH;

t 2 T 0:
ðF05Þ
st scheduler for grid networks under uncertainties of both appli-
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The objective function involves the minimization of a
fuzzy variable as well as constraints (F02)–(F04) involve fuz-
zy variables. To solve this problem, the fuzzy constraints
and the objective function must be transformed into corre-
sponding crisp expressions, leading to an integer program-
ming formulation of the original problem [25]. In this case,
the equivalent integer programming problem is given by:

Maximize k

subject to f n 6 ð1� kÞT 00max þ kT 00min; ðF1ÞX
t2T

X
k2VH

xj;t;k ¼ 1 for j 2 VD; ðF2Þ

xj;t;k ¼ 0
for j 2 VD; k 2 VH;

t 2 f1; . . . ; dIjTI keg;
ðF3Þ

X
k2dðlÞ

Xdt�IjTIl�Bi;jTBk;le

s¼1

xi;s;k P
Xt

s¼1

xj;s;l
for j 2 VD; ij 2 AD;

for l 2 VH; t 2 T ;

ðF4Þ

X
j2VD

XdtþIjTI k�1e

s¼t

xj;s;k 6 1
for k 2 VH; t 2 T ;
t 6 dT 00max � IjTIke;

ðF5Þ

xj;t;k 2 f0;1g
for j 2 VD; l 2 VH;

t 2 T :
ðF6Þ

The objective function of the integer programming ver-
sion of the IP-FULL-FUZZY scheduler maximizes the degree
of satisfaction k (2[0,1]), which is inversely proportional to
the makespan of the application (fn) given by a schedule.
Constraint (F1) establishes the relationship between k
and fn. This objective function jointly with constraint (F1)
are equivalent to the objective function of the fuzzy opti-
mization formulation.

Constraint (F2) determines that a task must be executed
on a single host while (F6) defines the domain for variables
xj,t,k in the formulation. These two constraints are equiva-
lent to the constraints (F01) and (F05) of the fuzzy optimiza-
tion formulation, respectively. As (F01) and (F05) did not
involve fuzzy variables, the constraints remained the same.

Constraints (F3)–(F5) establish relationships using the
fuzzy numbers Ij, Bi,j, TIk, TIl and TBk,l, which should vary
Fig. 5. Simulation pro
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in the range allowed. The constraints (F3)–(F5) in the inte-
ger programming formulation correspond, respectively, to
the constraints (F02)–(F04) in the fuzzy optimization formu-
lation. Explanation on the transformation of these con-
straints is given next.

Constraint (F3) determines that a task (j) cannot
terminate until all its instructions have been com-
pletely executed. Since it is possible to know neither
the exact number of instructions, nor the processing
capacity of the host, the minimum value of eIj � fTIk , gi-
ven by Ij � TIk, is used in (F3) to avoid resource under-
utilization.

The constraints in (F4) establish that the jth task cannot
start execution until all predecessors have finished their
execution and transferred the data required by the jth task.
In this way, in order to prevent the potential execution of
the jth task prior to the execution of its predecessors due
to the projected uncertainty level, the eIj � fTIk andfBi;j � gTBk;l values are replaced by their maximum values,
given by Ij � TIk and Bi;j � TBk;l, respectively.

The constraints in (F5) establish that there is at most a
single task in execution on any one host at a specific time.
To maximize the number of tasks on a host, the lowest
time for tasks is used. Computational uncertainty thus
yields the replacement of eIj � fTIk with Ij � TIk.

Although the solution of the optimization problem
gives end times for tasks, the starting times are derived
by using the relation fi � ðTIl � IiÞ where TIl and Ii account
for the uncertainty of the true Ii and TIi values.

Since applications are described as a set of dependent
tasks with a single ending task, the tasks are ordered so
that the nth task is the last one; the makespan is thus given
by the ending time of the last task, fn.
6. Performance evaluation

To evaluate the effectiveness of schedulers designed to
deal with uncertainties (defined by r, q, v, and x), DAGs
of applications and graphs describing the grid resource
availability are fed to the schedulers to produce a schedule.
cess flowchart.
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This schedule is then used as input for an event-driven
grid simulator, developed by the authors, which also
receives a DAG describing the actual application and a
graph describing actual resource availability.

The weights in the graphs provided to the scheduler
represent the estimations based on measurement/moni-
toring, while those in the graphs given to the simulator
represent the actual values of the real system.

Each schedule produced was confronted with numerous
combinations of actual application demand and resource
availability. Such a confrontation serves to evaluate the
robustness of the scheduler. Up to 20 DAGs representing
actual application demands and 20 graphs representing
resource availability were generated by randomly chang-
ing the weights of their edges.

The makespan reported is the result of the evaluation of
all combinations of the DAGs for actual weight values.

Fig. 5 illustrates the process. In the first step a schedule
is produced by a scheduler with a projected uncertainty
level and in the second step a simulator, considering the
schedule derived and numerous combinations of graphs
with actual weight values, is executed.

The effectiveness of the IP-FULL-FUZZY scheduler is
compared to that of four other schedulers: IP-APP-FUZZY,
RANDOM, HEFT and CPOP. The IP-APP-FUZZY considers
only uncertainties of application demand, i.e., it accepts
input DAGs describing application demands when weights
are expressed as fuzzy numbers. Comparison with the
IP-APP-FUZZY scheduler allows the assessment of the
impact of uncertainties of resource availability on task
scheduling. The RANDOM scheduler is a deterministic
(non-fuzzy) scheduler and consequently does not consider
any type of uncertainty. RANDOM was constructed by the
relaxation of the integrality constraints of the linear pro-
gramming formulation in [2]. One thousand drawings of
random values are used in the search for a solution by
RANDOM. Its execution time tends to be less than that of
Fig. 6. Montag
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cation demands and resource availability, Comput. Netw. (2010), doi:1
IP-FULL-FUZZY due to relaxation of these integrality con-
straints, and it is used here as a baseline for comparison.
The HEFT and CPOP deterministic schedulers are also used
in the comparison given their wide use in the literature.

For both IP-APP-FUZZY and RANDOM, the parameters of
v and x are null, moreover, for RANDOM, both q and r are
also null. For this latter scheduler, the variables xi,t,k are
real variables treated as probability values in order to find
the final schedule.

Three DAGs of real applications were used to evaluate
the schedulers. Since there are no standard benchmarks
in this area, evaluation is based on DAGs of real applica-
tions, with the weight values of the DAGs varied according
to a uniform distribution, as explained above. The first DAG
was taken from an astronomy application called Montage
(Fig. 6), which is widely used in grid evaluation [29,15],
with weights randomly chosen from a uniform distribution
with an edge weight mean of 72 � 106 bits, and a vertex
weight mean of 31.5 � 1012 instructions. This DAG repre-
sents 26 tasks, with 39 dependencies among them. The
recency of the emergence of the relevant technology, and
the lack of established benchmarks has led to the heteroge-
neity in the applications presented here.

The second DAG corresponds to an application in quan-
tum chemistry called WIEN2k [16] (Fig. 7) developed at the
Vienna University of Technology [32]. This DAG represents
26 tasks with 43 dependencies; weights are assigned in the
same way as those for the Montage DAG. The third DAG is a
modified version of the WIEN2k with 48 dependencies
involving parallel tasks in addition to the input and output
tasks (Fig. 8).

Fifteen grids were generated for the evaluation of the
IP-FULL-FUZZY scheduler by using the Doar–Leslie method
[36], which is widely used to generate Internet topologies.
Fifty hosts were considered, with a degree of node connec-
tivity (b) of 0.98 and the ratio between the quantity of lon-
gest and shortest links being 0.98. The mean weight of the
e DAG.

st scheduler for grid networks under uncertainties of both appli-
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Fig. 7. WIEN2k DAG.

Fig. 8. Modified-WIEN2k DAG.
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hosts is 9
5:25�1012 min/instructions (9726 MIPS, which is

equivalent to the capacity of an Intel Pentium IV processor)
and the mean weight of the links is 2

12�109 min/bit (100
Mbps, the transmission rate of Fast Ethernet networks).

In other words, 45 different input combinations of 3
application DAGs and 15 grids were used as input for the
IP-FULL-FUZZY scheduler.

The projected uncertainty levels adopted for application
demands were 25%, 50%, 100%, 200% and for resource
availability they were also 25%, 50%, 100%, 200%. These
values were taken from previous studies in the literature
[7,29]. Results considering the two types of uncertainties
are shown. This is equivalent to saying r = 0, q 2 {25%,50%,
100%,200%}, v = 0 and x 2 {25%,50%,100%, 200%} in the
notation adopted.

For the verification of the robustness of the schedules
produced, twenty DAGs and twenty grids with randomly
generated weights were fed into the schedulers. Each of
these twenty DAGs was generated by increasing the
weight of the edges (for q – 0), and each of the twenty
grids was generated by increasing the weight of the edges
(for x – 0) in a uniformly distributed range from 0 to x%,
where x 2 {25%,50%,100%,200%}, x being the actual level
of uncertainty. In this way, it was possible to evaluate
Please cite this article in press as: D.M. Batista, N.L.S. da Fonseca, Robu
cation demands and resource availability, Comput. Netw. (2010), doi:1
how well a scheduler designed to operate under a specific
projected level of uncertainty handles different levels of
actual uncertainty.

The following subsections show the speedup, the net-
work utilization, and the time required to produce the
schedule (execution time) with a confidence level of 95%.
Each confidence interval considers the combination of
graphs used as input to the simulator.

Both schedulers and simulator were written in the C
programming language, and the optimization library
Xpress version 2006A.1 was used to develop them. Pro-
grams were executed on a Pentium IV, 3.2 GHz computer
with 2.5 GB of RAM memory and a Debian GNU/Linux ver-
sion Lenny operating system.
6.1. Speedup with uncertainties in application demands

Figs. 9–11 display, respectively, the mean speedup for
the Montage, WIEN2k and modified-WIEN2k DAGs as a
function of actual uncertainty levels in application de-
mands for different projected levels of uncertainty in com-
munication demands (q) that the scheduler was designed
to meet. In this example, the available bandwidth is known
(x = 0). As expected, the two fuzzy schedulers produce the
st scheduler for grid networks under uncertainties of both appli-
0.1016/j.comnet.2010.07.009
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Fig. 9. Speedup produced by schedulers as a function of different actual uncertainty levels in communication demands (Montage DAG).
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same speedups, which shows the accuracy of the IP-FULL-
FUZZY scheduler when the availability of resources is
known.

Fig. 9 shows that the fuzzy schedulers perform worse
than the deterministic RANDOM scheduler when the pro-
jected uncertainty level (q) is less than 100% for the Mon-
tage DAG. When the projected uncertainty level is 100%,
all schedulers perform roughly the same. However, the
fuzzy schedulers produce higher speedup values than
those produced by the RANDOM one when the projected
uncertainty level is high (q = 200%). For instance, when
q = 200% and x = 200%, the speedup produced when IP-
FULL-FUZZY is used can be up to 11% greater than that
produced by RANDOM. High QoI values are usual in e-Sci-
ence applications since data is produced (collected) in run
Please cite this article in press as: D.M. Batista, N.L.S. da Fonseca, Robu
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time. When flexibility is quite limited (low QoI values),
fuzzy solutions tend to be less precise. If flexibility in-
creases, the enhanced ability to handle uncertainty of de-
mands may overcompensate potential mistakes.
Furthermore, the speedup produced by schedulers with
a high projected uncertainty level is quite robust in rela-
tion to variations in the actual uncertainty levels of de-
mands. Moreover, the decay of the speedup produced by
fuzzy schedulers is less than that resulting from the use
of RANDOM, which evidences its adequacy for scenarios
with a high actual uncertainty level. Fig. 9 thus reinforces
the fact that deterministic schedulers perform well when
the degree of uncertainty is low (in this case, for uncer-
tainties lower than 50%, regardless of the value of q), as
was shown in Section 4. However, the performance of
st scheduler for grid networks under uncertainties of both appli-
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these schedulers gradually degrades as the degree of
uncertainty increases, as can be seen by the decrease in
speedup when values of uncertainty are equal to or high-
er than 100%.

The results shown in Fig. 10 reinforce those in Fig. 9.
The IP-FULL-FUZZY scheduler produces higher speedup
values than those given by RANDOM when q = 200%, and
their results are similar when when q = 100%. Again, the
speedup difference is about 10% when q = 200% and
x = 200%. The trend observed in Fig. 9 can also be observed
in Fig. 10, showing the degradation in performance for
deterministic schedulers when uncertainty values are
equal to or higher than 100%.

Moreover, the rate of decay of speedup when RANDOM
is considered is much sharper than that arising when fuzzy
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Fig. 12. Speedup produced by schedulers as a function of actual uncertainty level
(Montage DAG).
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schedulers are employed for the modified-WIEN2K DAG
(Fig. 11). This result is somehow dependent of the DAG
topology. Uncertainties in the value of the weights of
DAG edges have a great impact on speedup, since tasks
along the longest path can be executed only after the exe-
cution of all previous tasks on which they depend. The use
of HEFT and of CPOP schedulers result in speedup de-
creases for the modified-WIEN2k DAG due to its high de-
gree of parallelism. Although the deterministic schedulers
tend to produce schedules that yield higher network utili-
zation, this does not happen when the IP-FULL-FUZZY is
employed, since it is able to account for the existing uncer-
tainties. The speedup of the IP-FULL-FUZZY can be up to
25% and 17% higher than those of the CPOP and HEFT
schedulers, respectively.
00  200

in available bandwidth (%)

RANDOM
IP−FULL−FUZZYω=200%
IP−FULL−FUZZYω=100%

IP−FULL−FUZZYω=50%
IP−FULL−FUZZYω=25%

IP−APP−FUZZY

in the available bandwidth (q = 50% for IP-APP-FUZZY and IP-FULL-FUZZY)
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6.2. Speedup with uncertainties in grid resources

Figs. 12–14 display, respectively, the speedup for the
Montage, WIEN2k and modified-WIEN2k DAGs as a func-
tion of the actual uncertainty level in available bandwidth
for different projected uncertainty levels the IP-FULL-FUZ-
ZY was designed for (x). The projected uncertainty level in
application demands (q) was fixed at 50%, since at this le-
vel IP-FULL-FUZZY produces bad results, as shown in Figs.
9–11.

From now on, for the sake of visual interpretation, re-
sults given by the deterministic schedulers CPOP and HEFT
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Fig. 13. Speedup produced by schedulers as a function of actual uncertainty level
(WIEN2k DAG).
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Fig. 14. Speedup produced by schedulers as a function of actual uncertainty level
(modified-WIEN2k DAG).
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are omitted since the results given by the IP-FULL-FUZZY
are at least 50% higher.

The poor performance of the IP-APP-FUZZY scheduler for
the Montage DAG in Fig. 12 confirms the need for modeling
the uncertainty of bandwidth availability. For the projected
uncertainty level (x) of 25%, the RANDOM scheduler over-
performs the IP-FULL-FUZZY one due to the limited flexibil-
ity of the fuzzy scheduler. With a projected uncertainty level
of 50%, the two provide roughly equal performance. When
the projected uncertainty level increases to 100% or more,
however, the IP-FULL-FUZZY scheduler produces higher
speedup values than those produced by RANDOM. The
00  200
 available bandwidth (%)
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speedup with the IP-FULL-FUZZY scheduler was 21% higher
when x = 200% and x = 200%. Besides that, the rate of decay
of the speedup for RANDOM is sharper than that of the
IP-FULL-FUZZY scheduler.

The results for the WIEN2k DAG (Fig. 13) were quite
similar to those for the Montage DAG. With x > 50%, the
speedup of the IP-FULL-FUZZY scheduler can be up to
34% greater than that of RANDOM. Moreover, it can be
up to 41% greater than that of IP-APP-FUZZY when
x = 200% and x = 200%.

The RANDOM scheduler which was not designed to deal
with uncertainties produced for the modified-WIEN2k
DAG speedup values which decay much faster than that gi-
ven by the IP-FULL-FUZZY scheduler when the actual
uncertainty level increases (Fig. 14). Differently than the
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results previously shown, the speedup of both schedulers
are similar when x = 100%.

6.3. Network utilization

The IP-FULL-FUZZY scheduler tends to assign dependent
tasks to the same host, thus decreasing the degree of paral-
lelism when the projected uncertainty level in the available
bandwidth increases. This approach avoids unnecessary
utilization of network links, as this could enlarge the make-
span of the applications. Conversely, the IP-APP-FUZZY and
the RANDOM schedulers consider the weights of the edges
as deterministic values, which can lead to unnecessary
allocation of network links, and an increase in network
congestion, and, consequently, application makespan. The
FULL−FUZZY
ω=50%

IP−FULL−FUZZY
ω=100% IP−FULL−FUZZY

ω=200%

rred data for the Montage DAG.

−FULL−FUZZY
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erred data for the WIEN2k DAG.
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impacts of this congestion affect not only a specific applica-
tion, but others as well.

Fig. 15 shows the amount of non-transferred data due
to the assignment of dependent tasks on the same host
for the Montage DAG. A greater amount of non-transferred
data implies lower network utilization. It can be seen in
Fig. 15 that the amount of non-transferred data increases
with the projected uncertainty level, which makes IP-
FULL-FUZZY more robust in relation to misallocation of
resources due to imprecise estimations of available band-
width. In this specific example of the Montage DAG, data
produced by ffi8 of the 39 task dependencies were not
transferred via the network when the IP-FULL-FUZZY was
designed with x = 200%. In this case, the IP-FULL-FUZZY
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scheduler transferred half the data of the IP-APP-FUZZY
and 40% of that of the RANDOM scheduler. The avoidance
of this transfer led to an increase in speedup of 33% and
21% in comparison with IP-APP-FUZZY and RANDOM,
respectively.

The decrease of network utilization with an increase in
the value of x value can also be seen in Figs. 16 and 17 for
the WIEN2k and modified-WIEN2k DAGs, respectively.

6.4. Execution time

The execution time a scheduler takes to produce a sche-
dule is quite relevant in dynamic environments; because a
schedule can become sub-optimal since the grid is
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constantly changing during the period taken to produce
the schedule. Figs. 18–20 compare the execution time of
the schedulers involved in this study for the three DAGs
considered.

As expected, RANDOM requires the least execution
time, since the integrality constraints in the integer pro-
gramming formulation have been relaxed. However, the
IP-FULL-FUZZY scheduler with x = 200% is an average of
13.25% faster than RANDOM for the Montage DAG
(Fig. 18) and 11% faster than the RANDOM scheduler for
the WIEN2k DAG (Fig. 19). The longer average execution
time when the projected uncertainty level is 50% for the
Montage DAG is due to the fact that a single run required
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available bandwidth (modified-WIEN2k).
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an execution time one order of magnitude longer than all
other replications. The confidence interval for a 200% pro-
jected uncertainty level is wider than for the other pro-
jected uncertainty levels for the same reason.

Although the RANDOM scheduler requires a lower exe-
cution time for the modified-WIEN2k DAG than did the IP-
FULL-FUZZY scheduler, the decay in execution time for the
latter increases with the increase of the projected uncer-
tainty level (Fig. 20).

The execution time of the IP-FULL-FUZZY scheduler
was always less than that of the IP-APP-FUZZY scheduler
when high projected uncertainty levels were involved
(x > 50%).
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7. Conclusion and future work

In the present paper, the negative impact of uncertain-
ties on deterministic schedulers was used to justify the use
of a scheduler based on fuzzy optimization to schedule grid
tasks involving uncertainty in both demands and resource
availability. The results show that the speedup produced
by the proposed IP-FULL-FUZZY scheduler is greater than
that produced by a fuzzy scheduler which does not con-
sider uncertainties of resource availability and by a deter-
ministic (non-fuzzy) scheduler with improvements of 33%
and 21%, respectively; moreover, the execution time re-
quired of the IP-FULL-FUZZY can be up to 38% and
13.25% less than those taken by the other schedulers. Fur-
thermore, both network utilization and execution time of
the IP-FULL-FUZZY scheduler decrease with an increase
in the projected uncertainty level of input data.

The results have indicated that the effectiveness of the
proposed approach relies on its ability to cope with a high
level of uncertainty. As several grid applications, especially
those of e-Science, generate huge amounts of data during
their execution, the approach proposed in this paper seems
to be quite attractive for future implementation in grid
middlewares.

Although the scheduler introduced here represents a
preventive approach for the handling of imprecise infor-
mation, it was not designed to replace reactive approaches,
such as self-adjusting scheduling. The integration of the
two approaches seems to be a promising option. Currently,
we are investigating the trade-offs between the solutions
provided by fuzzy schedulers and those resulting from
self-adapting schemes. Evaluation of the proposed sched-
uler when fed by data generated by different measurement
tools is also under investigation.
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