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The standardisation of 5G is reaching its end, and the networks have started being deployed. Thus, 6G architecture is under study
and design, to define the characteristics and the guidelines for its standardisation. In parallel, communications based on quantum-
mechanical principles, named quantum communications, are under design and standardisation, leading to the so-called quantum
internet. Nevertheless, these research and standardisation efforts are proceeding in parallel, without any significant interaction.
Thus, it is essential to discuss an architecture and the possible protocol stack for classical-quantum communication networks,
allowing for an effective integration between quantum and classical networks. The main scope of this paper is to provide a
joint architecture for quantum-classical communication networks, considering the very recent advancements in the
architectural design of 6G and the quantum internet, also defining guidelines and characteristics, which can be helpful for the
ongoing standardisation efforts. For this purpose, the article discusses some of the existing main standardisation processes in
classical communications and proposed protocol stacks for quantum communications. This aims at highlighting the potential
points of connection and the differences that may imply future incompatible developments. The standardisation efforts on the
quantum internet cannot overlook the experience gained and the existing standardisation, allowing the creation of frameworks
in the classical communication context.

1. Introduction

The rise of new fundamental theories in physics always
opens the door for subsequent advancement in practical
physics and theoretical engineering. A fundamental theory
of the last century is quantum mechanics. In the last
decade, quantum phenomena have been applied to various

fields such as photonics, computing, and cryptography.
Moreover, quantum mechanics has become the primary
enabler for a disruptive evolution in communication and
computing systems, addressing existing open challenges
not possible before.

The first worldwide telephone services required direct
links between all communications entities. Next, the
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communication paradigm became circuit switching, which
provides a dedicated circuit between a source and a destina-
tion. Next, the communication networks evolved to packet
switching. This paradigm allows information to be sent into
a finite set of bits (messages), stored and forwarded by each
router (switch) throughout the network, allowing communi-
cation among multiple heterogeneous entities in a scalable
way. Packet switching was adopted as the transfer mode
for the Internet, being its fundamental architectural choice
for the design of a scalable network of networks. Another
essential adoption to promote scalability was the employ-
ment of the tcp-ip protocol suite.

Access networks have played a vital role in expanding
the Internet, allowing users to access the Internet with differ-
ent devices. Especially, cellular networks have become one of
the significant types of access after the advent of smart-
phones. 5G and 6G future networks bring a new approach
to end-user communications. In fact, future networks will
be an ecosystem (or pan infrastructure) capable of intercon-
necting highly heterogeneous networks, supporting
demanding requirements and several different verticals. This
will be possible via network virtualization, which is the
software-based implementation of network functions, run-
ning on general purpose hardware. This breakthrough
opened the way for a new approach, called compute-and-
forward [1]. This term reveals the new role that computing
assumes in the management and operations of communica-
tion networks.

Currently, 5G is under deployment and its standardisa-
tion is going to reach its end with release 18, in 2024. That
is why, the research and the design of 6G started in 2021
to prepare the ground for the respective standardisation
effort, together with its subsequent deployment starting
from 2030. In the design of the next generation of networks,
critical trade-offs arise. For example, some services offered
by 6G networks will target very low latency (1ms), very high
throughput (up to 1Tb/s), and very high energy efficiency
(10-100 times the one of 5G) [2, 3]. Next, the load of unprec-
edented security level should also be added to these require-
ments. These high requirements have motivated a search for
technical and theoretical tools to build and model 6G net-
works. Since ultimately every communication network is
designed through application of knowledge about physical
systems to the design process, an interest has arisen into
using the most advanced theory as a key ingredient to the
design process. The study, design, and standardisation of
the quantum internet started from these premises. In the
EU, the qia and the quantum flagship started their work in
2018, also leading the IETF qirg. In their perspective, com-
munications based on quantum-mechanical principles could
lead to a new Internet based on quantum communications.

Indeed, the ongoing IETF Internet-Draft of qirg [4]
states

[...] we are at a stage where we can start to physically
connect our devices and send data, but all sending, receiving,
buffer management, connection synchronisation, and so on,
must be managed by the application itself at a level below
conventional assembly language, where no common inter-
faces yet exist. Furthermore, whilst physical mechanisms

for transmitting quantum states exist, there are no robust
protocols for managing such transmissions. [...]

Given the above premises, it is possible to see that not
only the architectures of 6G and the quantum internet are
still open research issues but also that the works are pro-
gressing independently, without any current clear integra-
tion. However, in order to solve the challenges stated by
6G and the quantum internet, a complete integration
between the two communication networks is necessary.
This implies it is now pivotal to discuss an architectural
structure and the possible protocol stack for a future
unique classical-quantum communication network. The
design of this architecture is especially critical to allow
for an effective and efficient integration between quantum
and classical networks and to open the way for the study
of possible protocols to manage the eventual “upper
layers.”

Thus, this paper aims at comparatively discussing in
detail the status of the design and standardisation of clas-
sical and quantum communication networks. This aims at
highlighting the potential points of connection and the
differences that may imply future incompatible develop-
ments. Side by side, the article also describes the architec-
tural and protocol stack’s characteristics, focusing on key
aspects like softwarization, layering, and synchronisation.
Next, this work proposes an architectural design, with
respective guidelines, in order to suggest an effective inte-
gration of 6G and quantum communication technologies,
also beneficial for the future research on the quantum
internet. We believe that since quantum communication
networks will be built on top/next to the classical ones
[2, 4], the discussions and standardisation efforts on the
quantum internet cannot overlook the experience gained
and the existing standardisation and realized frameworks
in the classical communication context. In parallel, the
current work on 6G must embrace the quantum commu-
nication technologies to go beyond its intrinsic limitations.
The article starts with Section 2.1, which lists the main
standardisation bodies in classical communications and
introduces the research and design path towards 6G. Next,
Section 2.2 summarises the characteristics of the classical
Internet, especially focusing on the protocol stack and
the layering problem. Section 2.3 explains the aspects of
softwarization, focusing on its main architectural charac-
teristics and standardisation effort. On the other hand,
Section 3 shows the design and standardisation of the
quantum internet, showing the layering aspects and the
study of the protocol stack. Finally, Section 4 describes
our new proposed architecture for future classical-
quantum communications, taking advantage from the les-
sons learnt from classical and quantum communication
technologies.

2. The Beginning of the Story: From the
Internet and 1G to 5G

2.1. Main Standardisation of Classical Communication
Networks. Major international standardisation bodies in
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traditional telecommunications and networking include [1,
Chapter 2].

2.1.1. International Organization for Standardisation. The
International Organization for Standardisation was respon-
sible for publishing the OSI model, which is a conceptual
model that characterizes and standardizes the communica-
tion functions of a telecommunications or computing sys-
tem without regard to its underlying internal structure and
technology. The OSI model was defined in the document
ISO/IEC 7498.

2.1.2. IEEE. The Institute of Electrical and Electronics Engi-
neers published relevant standards such as IEEE 802.11 for
WLAN, IEEE 802.3 (defining the physical layer and medium
access characteristics of wired Ethernet), and IEEE 802.16
(for Wireless Wide Area Networks, so-called WiMAX).

2.1.3. 3rd Generation Partnership Project. The 3GPP covers
cellular and mobile telecommunications technologies,
including radio access, core network, and service capabili-
ties. 3GPP is the main driver for the wireless 5G standardisa-
tion process with the current release 15/16/17.

2.1.4. ETSI. ETSI represents the recognized regional stan-
dard bodies dealing with telecommunications, broadcasting,
and other electronic communications networks and services.
ETSI partners with 3GPP to develop 4G and 5G mobile
communication systems.

2.1.5. ITU-T. The mission of ITU-T is to ensure the efficient
and timely production of standards covering all fields of tele-
communications and ICT on a worldwide basis, as well as
defining tariff and accounting principles for international
telecommunication services.

2.1.6. Internet Engineering Task Force. The mission of the
IETF is to make the Internet work better by producing high
quality, relevant technical documents that influence the way
people design, use, and manage the Internet. The IETF cur-
rently is the main driver for computing elements in commu-
nication networks through their standardisation activities on
SDN and NFV.

2.1.7. Internet Research Task Force. The IRTF focuses on
longer-term research issues related to the Internet while its
parallel organization, the IETF, focuses on the shorter-term
issues of engineering and standards development.

A primary aspect in all standarization efforts concern
network synchronisation, which is a pillar to enable commu-
nication networks since it allows most of the protocols at
every layer of the stack. Moreover, it is also fundamental
for traffic engineering and assessment of most of the net-
work performance metrics. Synchronisation can be per-
formed in three possible domains [5]: time, phase, and
frequency. Since the phase is also derived in the time,
domain, time, and phase synchronisation are addressed
concurrently.

A synchronisation scenario for 5G and beyond networks
is depicted in Figure 1. Each network node usually has a
clock (called slave clock measuring time ts,i), which is syn-

chronised with a so-called master clock time, tm, equal to
the reference time of the Global Navigation Satellite System
(GNSS), obtained via a satellite link. The direct transmission
of timing information from the gnss to each node of the net-
work is impracticable because of technical limitations such
as the coverage of indoor environments.

The ITU published its recommendation G.8271.1 in
2017, followed by an extension in 2020 [6]. These docu-
ments defined the maximum bounds on phase and time syn-
chronisation error (see an extract in Table 1). Moreover,
after the definition of the terminology to identify the devices
involved in the synchronisation procedures, it stated the
minimum accepted tolerance to phase and time synchroni-
sation errors at the boundary of packet networks. Finally,
this recommendation described the characteristics of the
packet-based method for the distribution of time and phase
synchronisation across a network.

Side by side, the Institute of Electrical and Electronics
Engineers (IEEE) released the updated version of the stan-
dards IEEE 1588 [7], in 2019. In particular, this standard sets
a packet-based synchronisation protocol called ptp. The
main network architecture of ptp is depicted in Figure 2.
The IEEE standard sets a network consisting of a k number
of devices, where one represents the master clock with clock
time tm, which spread timing information to k − 1 slave
devices, owning clock time ts,i, with i = f1,⋯, k − 1g. The
reference time is sent to the prtc at the master clock from
a gnss. Next, the time signal is passed to the Telecom Grand-
master (T-GM), which encapsulates timing information in
the packets to be sent through the network.

The communication network between a master and its
slaves consists of three kinds of devices: routers without sup-
port for packet-based synchronisation and routers with T-
BC and T-TC. The T-BC has multiple ports and it can
become a master or a slave as well. Nevertheless, it cannot
be an end user (e.g., a sensor and an actuator). Another role
is the termination and regeneration of timestamp messages.
The T-BC devices can measure the residence time rti, which
is the time a packet resides in the device from input to out-
put ports. This calculation is separately performed for down-
stream (rtms

i from master to slave) and upstream (rtsmi from
slave to master) communication. Side by side, the t-tc is fun-
damental to achieve a synchronisation accuracy in the order
of microseconds or below. In fact, it can measure not only
the residence time in a router/switch but can also measure
processing and queuing delays. Next, T-TC devices can also
be peer-to-peer, which implies the capability to also measure
the link-propagation latency between similarly equipped
ports at the opposite sides of the respective link.

The 3GPP has been active in the definition of the
requirements, technologies, and protocols for aerial commu-
nications since 2017. The standardisation effort started ana-
lyzing the required additional characteristics to be added to
LTE to provide optimal connectivity to UAV [8]. Next, in
2019, 3GPP started the work on integrating 5G upcoming
networks with UAVs as base stations. This was published
in the Release 17 [9]. Currently, the trend is to expand this
preliminary approach to a full so-called three-dimensional
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networking in the context of future 6G architecture, where
UAVs, haps, and satellites will seamlessly converge to a
unique communication network architecture. This was
clearly stated in the recently-published deliverable D5.1 of
the EU flagship Hexa-X project [10], which focuses on the
guidelines, enablers, and technologies for the future 6G
architecture.

Figure 3 depicts the three 5G architectures using satellite
and the 6G architectural vision of three-dimensional net-
working. The transparent 5G architecture allows ues to
directly connect to satellites. Next, the traffic can also be rou-
ted to the terrestrial gNodeBs via the ntn gateways. On the
other hand, the regenerative 5G architecture considers the
placement of the gNodeB and its related computing tasks
within the satellite-aerial platforms as well. Then, such a
gNodeB can also communicate with the terrestrial core net-
work and the Internet via the ntn gateways. The hybrid 5G
architecture is the most flexible one since it also includes
the softwarization and subsequent functional split of the
gNodeB. In fact, the gNodeB is split into a du and cu, which
can be placed somewhere between the aerial-satellite and the
terrestrial platforms. This is the preliminary version of the
6G three-dimensional architecture that has been envisioning
by now. The current architectural vision that will be standar-
dised by 2030 will create a sort of “continuum,” in which the
softwarized network functionalities are dynamically placed.
This so-called continuum is seamlessly either horizontal
(two-dimensional) or vertical (three-dimensional). Espe-

cially, the latter can involve different kinds of terrestrial
and aerial platforms, satellite, and haps.

2.2. Architectural Characteristics of Current Communication
Networks. A reference model gives a conceptual framework
to abstract network functionalities. In communication net-
works, most of these models adopt a hierarchical layering
approach. Layering in networks is similar to the concept of
objects in software engineering, furnishing services, and hid-
ing their implementation. In the hierarchical layering
approach, layers are stacked one on top of the other. Each
layer offers service to the layer immediately above and
receiving service from the layer immediately below. A layer
interface defines how the services can be accessed and what
restricts the information that can be retrieved from a layer.
The ongoing trend to have network layers represented in
software gives room for innovation, and at the same time,
hides to some degree the physical representation of the layer
from the network engineer.

Similar entities (process, agents) at the same layer in dif-
ferent network nodes can communicate with each other by
obeying a set of rules, called a protocol. There is a protocol
or set of protocols for the provisioning of communication
services at each layer, realized by the exchange of pdu. Pdus
are composed of a header, payload, and a trailer also called
sdu. A pdu header contains information for processing the
pdu at a receiving device, and a trailer delimits the end of
the pdu. Trailers are less adopted in different protocol pdus
since most of the headers contain a field defining the PDU
size. Two endpoints do not exchange pdus directly, but a
pdu is passed to the layer immediately below until reaching
the physical mÃ©dium, where physical transmission effec-
tively occurs. A layer-specific pdu is created at each layer
by adding a header to the payload received from the layer
above. The header is processed and removed at the corre-
sponding layer at the receiving network node, and the result-
ing payload is passed to the layer immediately above.

Two standard reference models in communications net-
works are the OSI [11] and TCP/IP [12] reference models
[13]. The Open System Interconnection, defined by the
International Organization of Standardisation (ISO), is a
de facto standard model commonly used to understand
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Figure 1: 5G and beyond communication network scenario with specification of master (time tm) and slave clocks (time ts,i).

Table 1: Synchronisation classes defined by the recommendation
ITU G.8271.1, with the respective time/phase requirements [6].

Class Error requirement Possible application

Class 1 500ms Billing

Class 2 100 − 500μs IP delay monitoring

Class 3 5μs LTE TDD for large cells

Class 4 1:5μs LTE TDD for small cells, NR TDD

Class 5 1μs WiMAX TDD

Class 6 65 ns LTE NR MIMO
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new networking technologies and the relationship between
different networking technologies [14, 15]. The OSI model
defines seven layers: physical, data link, network, transport,
session, presentation, and application layers, with function-
alities described next.

In the physical layer, digital bits are transformed into
electrical, radio, or optical signals, which are then transmit-
ted on a physical communication channel. This layer’s spec-
ifications include the definition of voltage levels and timing,

data rates, maximum transmission distances, modulation
scheme, and channel access schemes.

The data link layer gives the abstraction of a communi-
cation channel (link) for node-to-node data transfer. Error
control and correction mechanisms support the creation of
an error-free channel. Flow control, another common mech-
anism, attempts to avoid one node flooding another node
with data. A multiple access control protocol needs to be
defined in a broadcast type of link to avoid simultaneous
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Packet network

End
application

clock
T-TSC

PRTC
T-BC n T-BC i T-BC 1

Time carried
in packets

Measurement point B
Measurement point C

Measurement point D

Measurement point A

Time carried
in packets

Figure 2: Time synchronisation model according to recommendation ITU G.8271.1 [6].
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gNodeB
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Figure 3: Satellite architectures proposed in 5G. The transparent payload acts as a relay since the gNodeB is on the earth surface. With the
regenerative architecture, the base station functions are moved to the satellite. The hybrid architecture considers the potential softwarization
and functional split of the functionalities of the base station. The last one is the 6G three-dimensional architecture, where softwarized
functionalities of the base station can be activated dynamically at any aerial/satellite platform seamlessly.
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transmission of frames (data link pdus). Network nodes that
realize connectivity and multiplexing of bits are called
switches at the data link layer.

The network layer abstracts the subnet, that is, the set of
routers and links. It provides the functionality of transfer-
ring packets from one node to another connected on the
same network layer. Routing can be defined either as a pre-
determined fixed path or when the packet goes through a
router (hop by hop). Since the network layer abstracts the
subnet (network core), it is natural to place congestion con-
trol on this layer to avoid that the network enters a conges-
tion state degrading the quality of the transport service
substantially.

The transport layer abstracts the whole network between
a pair of communicating processes in computers far apart. It
is considered the first end-to-end layer connecting a data
source and the destination. This layer defines the transport
service seen by networked applications, which can be either
connectionless or connection-oriented. A transport connec-
tion is a point-to-point reliable (error-free) channel that
delivers pdus to the destination in the same order they were
generated. The OSI model defines five classes of connections
with distinct functionalities such as concatenation and sepa-
ration, segmentation and reassembly of pdus, error recovery,
reinitiation of connections, multiplexing/demultiplexing
over a single fixed path, and flow control.

The session layer controls the dialogues between com-
municating endpoints and may include several transport
connections. Session control also includes synchronisation
(based on checkpoints) and token management (for access
to critical regions).

The presentation layer is concerned with the syntax and
semantics of the information transmitted. It makes possible
communication between applications in computers with a
different representation of information. It should define
abstract data structures and the mapping of coded informa-
tion to a standard abstract structure. The application layer
contains the communication protocols used by applications.
It hosts the various applications used by the end-users.

The OSI reference model provides a framework to com-
pare and understand different network technologies. One
example of such understanding remotes the launch of the
Asynchronous Transfer Mode (ATM) networks which had
four layers, and the first three correspond to the data link
layer of ISO reference model with very few functionalities
that could be considered functionalities typical of the net-
work layer [16, 17]. The network layer also supports variable
size packets (datagram) from the Internet Protocol (IP). This
type of adaptation may be essential for adopting new physi-
cal and data link layers such as those in quantum
communications.

Network architectures derived from a reference model
may add planes to the layering models. These planes host
specific functions composing a layer functionality. Typical
planes are the data (user), control, and management plane.
The data plane transports only packets generated by the
end-user (forwarding function); the control plane transport
control (signaling) packets which carry information for
dynamic set up of the network; and the management plane,

which coordinates the other two planes. A typical example is
the transport of information by virtual circuits, fixed paths,
or the transport of packets by the mpls [18]. The control
plane is responsible for the setting and tears down of the vir-
tual circuits (mpls paths), while the data plane is responsible
for the forwarding of the packets generated by the users.
Another example is the data and control plane of software-
defined networks in which controllers residing on the con-
trol plane determine the routing of flows.

The TCP/IP reference model’s development took a dif-
ferent path than that taken by the OSI model. The protocols
were defined first, and then the reference model was speci-
fied. Indeed, the TCP/IP reference model resembles more a
protocol suíte than a predefined architecture. The technical
standards underlying the Internet Protocol suite are under
the IETF. The TCP/IP reference model loosely defines four
layers: link, internet, transport, and application layers.

The link layer is not a well-defined layer, and it specifies
only an interface with links and devices on the same link
layer. The link layer can be a single link or a whole network
architecture. Indeed, anything below the internet layer is
considered a link layer. Such definition reinforces the fact
that the internet layer is independent of hardware
implementations.

The internet layer solved the crucial issue of intercon-
necting incompatible networks by adding a layer on the
top of all networks without needing translations and map-
pings between the connected networks. Connecting different
networks, in other words, making different networks work
together (internetworking), calls for the essential routing
functionality, which defines the path packets (pdus) should
take from a source to a destination node. Routing in the
internet layer is carried out hop by hop, and decisions are
made considering only the packet’s destination address. Fol-
lowing the minimalist principle, the internet layer’s delivery
model is unreliable, which implies that packets can be
dropped at network routers in case no space is available on
router buffers to store them for later forwarding. Packets
can also arrive out of order at the destination. Such type of
service is known as best-effort service and is provided by
the IP protocol, the only protocol employed to transport
information on the Internet. Signaling on the Internet is
in-band, contrary to other networks which have separated
channels for data and signaling. Nonetheless, the forwarding
of packets can be imagined belonging to a data plane while
determining the next hop (routing) as residing in a control
plane.

The transport layer offers two types of transport service
for the applications: a connectionless one provided by the
udp, which adds no functionality on the top of the internet
layer, and a connection-oriented service provided by tcp.
The application layer hosts all the communication protocols
employed by the applications running on the Internet. These
protocols use the transport layer protocols through the inter-
face provided by sockets APIs. The application layer in the
TCP/IP model is often compared to a combination of the
session, presentation, and the application layers of the OSI
model. Figure 4 compares the OSI and TCP/IP reference
models [19].
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Although the layering principle is fundamental to net-
work architectures and reference models, some functionali-
ties are implemented in several layers and may require the
interaction of mechanisms in different layers to realize the
functionality needed effectively. An example of a cross-
layer solution is error detection in tcp over wireless net-
works, where the link-layer hides and retransmits some lost
packets to avoid unnecessary reduction of tcp window trans-
mission. Such an approach is called cross-layer [20].

2.3. Future Softwarized Classical Networks. In Subsection 2.2,
the protocol stack has been presented as a “monolithic”
entity, consisting of layers interacting with each other via
specific interfaces, the so-called sap. In such a structure,
there is also the possibility of cross-layer solutions, but these
are not as flexible as the software-based instances of network
functions and operations previously described. In order to
overcome this limitation, the concepts of pps and a wireless
network operating system were proposed.

A programmable protocol stack is a software-based lay-
ered architecture, which can flexibly and adaptively manage
protocols and network layers. The various entities in the vir-
tualized protocol stack can reconfigure such as reassigning
parameters, updating services, and replacing active function-
alities, according to various conditions and requirements
caused by users, network, and environment. This idea comes
explicitly from the rise of applications for multimedia con-
tent distribution. Figure 5 depicts the logical structure of
the two leading solutions proposed for pps, such as the
Wireless Network Operating System and the Software-
Defined Protocol.

First, the Wireless Network Operating System (WNOS)
[21] exploits a network abstraction that targets a network
control problem, given by the specific objectives of the
hosted services. By characterising the network status via spe-
cific APIs, it is possible to adaptively optimise the KPIs like
throughput and latency. In this scenario, the resources of
the physical layer represent the available constraints. The
PPS is included as a software-based pile, which adapts and
configures according to the abstraction and the respective
control problem to be addressed. The PPS also involves the
physical layer since the adaptivity is possible via the deploy-
ment of reconfigurable radio technologies such as software-
defined radios (SDRs).

Second, Software-Defined Protocol (SDP) system [22]
consists of controllers and servers, which run specific blocks.

The SDP blocks perform packets’ routing. The SDP control-
ler sets up the protocol stack’s functionalities and character-
istics to adapt layering, ensuring the required QoS. The SDP
controller also configures flow tables in the switches and
within the blocks in SDP servers.

Management and orchestration represent a crucial func-
tionality to enable proper control on the softwarization of
network functions. The reference in this field is represented
by the ETSI-MANO architecture (see Figure 6). The key of
the architecture is the availability of the network function
virtualization infrastructure (NFVI), which enables to vir-
tualize the available computational, storage, and networking
resources. The NFVI is controlled by the Virtualized Infra-
structure Manager (VIM). Management and orchestration
are implemented by means of the NFV (Network Function
Virtualization) orchestrator that oversees the operation of
the NFV manager.

Even if it cannot be considered an official standardisa-
tion effort, the uonos project represents an effort to extend
the capabilities and characteristics of ETSI-MANO architec-
ture based on SDN and NFV. It is led by the open source
community hosted by The Linux Foundation. uonos specif-
ically aims at proposing a standard architecture for distrib-
uted control plane [23]. The main idea is the realization of
a new generation of the SDN control plane based on ONOS.
The objective is the splitting of SDN controller’s functions
into a set of subfunctions or microservices. These function-
alities are deployed as virtual containers and managed by
the Kubernetes orchestrator.

The μONOS protocol stack employs a new generation
control protocol such as P4/P4runtime [24], which guaran-
tees greater flexibility compared to the original OpenFlow
protocol. The communication between functionalities is via
Google’s gRPC-based protocols, including network manage-
ment interface and network command operations. Cur-
rently, the μONOS effort is leading the research on the
decomposition of the SDN controller. Since this has just
started, there is still no available implementation to test its
performance. Moreover, the communication protocol is
based on gRPC, and not on the rest API. This implies some
specific limitations. First, μONOS has a limited isolation
mechanism, which means the core functions and applica-
tions share the same resources or processes. Second, μ
ONOS cannot have on-platform tenant-specific applications
but only tenant-aware ones: tenant-specific apps must be
off-platform, and it should use rest APIs. Third, the on-
platform applications are limited to Java-based languages:
applications developed using other languages have to be
off-platform and need to use rest APIs. Next, the horizontal
service scaling is difficult. Finally, it has limited integration
with and support for NFV that do not adhere to either an
OpenFlow abstraction of that of a legacy network element.

From the architectural perspective, given the capabilities
opened by network softwarization, ai is going to play a key
role in the management and orchestration of future commu-
nication networks. In fact, 6G is planning the realization of
in-network intelligence, so that ai becomes not only a service
but fully an element of the network architecture [25]. First,
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the design of the AI-driven air interface of the ran will have a
key role [25, 26]. In parallel, in-network learning methods
will also be applied in the edge and core network for data,
network, and users’ management. As previously mentioned,
in future 6G networks, each vnf will potentially be either a
microservice or an intelligent agent. In the latter, intelligence
will be integrated within several vnfs or sub-vnfs to realize
multiagent systems, in which intelligent network entities col-
laborate to perform a specific network task [10].

Modern and upcoming communication networks are
highly heterogeneous and complex ecosystems. Their strin-
gent KPIs become necessary since the network design has
been driven by new upcoming services such as the tactile
internet, the industry X.0, and the internet-of-things. More-
over, future networks are going to fully employ network
softwarization. This means that all the functions of the net-

work, which are implemented in dedicated hardware, will
run in virtual environments. This complex communication
context will require a significant improvement of the existing
network synchronisation procedures.

Network time synchronisation is fundamental for secure
and tactile network operations, which require precise syn-
chronisation among the nodes of the network. There are
two main approaches to time-synchronisation in networks:
the deployment of independently synchronised clocks at
each network node packet-based synchronisation of distrib-
uted clocks. In the former, each network device is equipped
with an atomic clock. This is an expensive and generally
impracticable solution due to its high cost. Normally, each
network node has a clock, which is driven by an internal
oscillator. In a networked system, where different nodes
can also have different types of clocks; clocks are powered
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by nonidentical oscillators. Thus, these oscillators have
inconsistent behaviour in different conditions, which result
in timing errors and make datagram-based synchronisation
necessary. The most important standard is the IEEE 1588,
which aims at transferring timing messages from a master
reference clock through the communication network in
order to synchronise slave clocks. Moreover, the synchroni-
sation of virtual environments of softwarized networks adds
additional synchronisation errors. These aspects make
datagram-based methods not able to satisfy the increasing
precision and security required by the critical services of
future communication networks.

3. The Advent of Quantum
Communication Networks

Future networks call for an increase in current storage and
computing capacities, which also implies augmenting energy
usage (for computing) and consumption (for communica-
tions). Additionally, in-network intelligence will demand a
large number of resources for communication during data
mining and distributed decision-making. Prediction of
future network states will also bring computational over-
head. All these aspects will require ultraprecise reliable syn-
chronisation protocols, which must satisfy the low-latency
KPIs.

Moreover, the targeted KPIs of the existing 6G proposal
may arise contradicting objectives. For example, energy sav-
ing contradicts the massive amount of computing needed by
in-network intelligence. Next, anticipatory networking sets a
trade-off between low-latency and reliability. Moreover, low
latency will be critical for the amount of computing, data
mining, and quite-high data rates. In fact, increasing data
rates and link usage will raise transmission and scheduling
latency. These are only some of the several trade-offs and
contradictions within the design and realization of future
classical networks.

In order to exceed the intrinsic limitations imposed by
the abovementioned issues, quantum-mechanical communi-
cations and computing have been considered to support
envisioned future networks. By employing distributed quan-
tum computing instead of classical computing, the exploita-
tion of entangled qubits within several interconnected
devices can achieve an exponential speed-up of the network
computational capabilities with just a linear increase in
physical resources. Thus, the limitations imposed by classical
paradigms and “softwarization” can be solved by exploiting
quantum-physical parallelism based on the concepts of
quantum superposition, entanglement, and quantum mea-
surement [2]. Next, an overview of the current preliminary
status of the architectural design and standardisation of
quantum communication networks will be provided.

3.1. Current Standardisation Procedures for Quantum
Communication Networks. The general prestandardisation
focus group about quantum information technologies is
the one belonging to ITU, called Focus Group on Quantum
Information Technology for Networks (FG-QIT4N). This
group was created in September 2019. The main objectives

of the group are the study and definition of terminology
and application for quantum information technologies,
which can also open the way for a collaborative platform
for designing future quantum communications with the
contribution of industry, technical experts, scientists, and
policy makers.

The vision of the quantum internet [27, 28] aims at
designing and developing a quantum communication net-
work, interconnecting quantum computers to target various
quantum-enhanced network aspects such as security, syn-
chronisation, and computing. The standardisation process
of the quantum internet is going under the leadership of
the IETF research group called qirg [4].

The standard starts with the definition of the atomic
entity of information, the qubit, and subsequently the multi-
qubit systems. Entanglement between qubits is defined as
the fundamental quantum resource for communication.
However, quantum communications introduce some chal-
lenges such as those ones resulting from measurement, no-
cloning theorem, and the fidelity. Furthermore, the docu-
ment [4] states the inadequacy of direct transmission since
it requires expensive quantum error correction mechanisms
to keep quantum errors at the minimum. At this point, an
important claim of the draft standard [4] is that

[...] quantum error correction is not expected to be used
until later generations of quantum networks.[...]

Then, the most efficient way of distributing entangle-
ment remains the use of Bell pairs, which is the fundamental
pillar of the basic quantum protocols of dense coding and
teleportation.

Entanglement can be generated in three main ways: at
midpoint, at source, and at both end-points. The first
involves a third party, which distributes the entangled qubits
via quantum channels to the communicating nodes. The sec-
ond and the third only involve one or both the communicat-
ing nodes in the entanglement generation and distribution.
Since entanglement is very sensitive to time and interactions
with the environment, entanglement swapping is the proce-
dure, which can be used to ensure distribution for distances
greater than 150 km.

When drafting the architecture of the quantum network,
the document states

[...] In a quantum network, the entangled pairs of qubits
are the basic unit of networking. These qubits themselves do
not carry any headers. Therefore, quantum networks will
have to send all control information via separate classical
channels which the repeaters will have to correlate with the
qubits stored in their memory. [...]

From this quotation, it is important to make some initial
architectural considerations. First, entangled pairs are lower-
layers entities, mainly upper-physical and lower-link layers.
However, the kind of correlation created by these basic units
of networking has an inherent cross-layer nature so that they
can affect the network layer via the output information of
the specific sap. This will be considered in the proposed
new architecture in Section 4.

Next, the draft standard [4] makes a distinction between
control and data plane. This network abstraction is defined
as fundamental to set for example forwarding rules of qubits.
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The control plane should be similar to its classical counter-
part, and it does not handle quantum data in general. How-
ever, some quantum control protocols might be defined like
the quantum ping. Additionally, the document defines so-
called control information messages, which aims at manag-
ing single entangled pairs. Nevertheless, the characteristics
of control plane also in relation with data plane are claimed
to be out of the scope of [4]. Regarding the data plane, the
draft standard states the existence of two concurrent planes,
classical and quantum, with their respective operations and
protocols. In the document, the authors say that the design
of the specific network abstractions remains an important
open challenge for the realization of interoperable quantum
network protocols.

Finally, the draft standard [4] proposes a possible
employment of mpls in quantum networks. Since the distri-
bution and maintenance of entanglement among network
nodes is a stateful process, the use of connection-oriented
solution is the one suggested. This implies the connection
via virtual communication circuits among network nodes
for quantum entanglement distribution. Next, [4] mentions
that signaling functions are needed for setting up virtual cir-
cuits so that protocols like resource reservation protocol
(RSVP) or OpenFlow can be employed. Additionally, the
generalized mpls (GMPLS) is suggested as a good potential
protocol to handle separate channels for control and data
plane flows.

Quantum key distribution (QKD) is a security protocol,
which provides information-theoretic security against a
third party such as an adversary or eavesdropper. The proto-
col distributes quantum keys to network entities. The secu-
rity of these keys is not ensured by the limited capabilities
of the adversaries. On the other hand, the physical character-
istics of quantum mechanics make these keys inaccessible. In
fact, the security mainly comes from the no cloning theorem
and an underlying information gain/disturbance trade-off. If
an eavesdropper interacts with a shared entangled state, it
introduces an irreversible disturbance that is proportional
to the information that has been gained. Then, the commu-
nication parties can detect and quantify the presence of
noise and abort when it reaches levels that reveal the attack.
It is important to notice that QKD protocols assume the
existence of an authenticated classical channel among the
parties that have to share the keys.

3.2. Currently Proposed Architectures for Quantum
Communication Networks. The existing literature on quan-
tum communication networks has focused on the design of
network architectures and protocol stacks for quantum-
only networks. This means that the combination between
classical and quantum infrastructure has not been consid-
ered. The following overviews the main trends proposed
for quantum communication network architectures and
protocol stacks.

Figure 7 depicts the initially proposed protocol stack for
quantum communications by [29]. In particular, it refers the
physical and link layers. The main protocols, which have
been proposed, are the MHP, the EGP, and the DCP.

The MHP is a control protocol, which was proposed for
the upper-physical layer. This protocol should be imple-
mented to comply with very stringent timing requirements
because it is responsible for deciding the generation of
entanglement. In that sense, it defines an MHP cycle, which
granularity directly affects the communication performance
(e.g., the throughput). The protocol uses time-division com-
munication in which a timestamp and an ID set the detec-
tion window for each photon. The MHP was proposed
based on two procedures: create-and-keep and create-and-
measure. The former considers only quantum operations
on photons (so-called quantum gates), while the latter allows
for performing measurements. The results of these measure-
ments are used by the EGP protocol.

The EGP is the core protocol of the architecture in [29].
The protocol exploits some assumed logical blocks such as a
distributed queue, a qmm, a feu, and a scheduler. As men-
tioned above, the setup of entangled photons is helped by
the MHP protocol. The EGP protocol maintains distributed
queues, which schedule the requests of entangled particles.
These queues can also employ different criteria of priority.
The qmm logic block selects the specific photons that have
to be entangled. A critical aspect is the “quality of the entan-
glement” or fidelity. The feu estimates the fidelity of the
entangled photons, guaranteeing that this value is above
the required minimum threshold. Next, the scheduler
decides the serving policy of the queue.

The EGP protocol starts when a request for a number of
entangled photons arrives from the above-two layers. At this
point, the feu sets the specific requirements for fidelity and
completion time of the process. Next, the request of entan-
glement is assigned to the distributed queue. The scheduler
manages the status of the request so that finally, the qmm
can successfully allocate the requested qubit. As mentioned
above, the MHP allows the processing of the requests com-
ing from the EGP. Each request in the queue has a unique
identifier, which also helps the management of the respective
qubits.

The DCP manages the distributed queue of requests of
entanglement, coming from all network nodes. The protocol
also stores the information about the requests, such as the
creation time and the minimum time (that is introduced
by the presence of a timeout cycle at the MHP).

In 2019, [30] provided a description of the protocol stack
of quantum communication networks, from the physical to
the network layer (see Figure 8). The physical layer has the
same role and characteristics of its classical counterpart. In
fact, it transmits/receives unstructured raw data via a physi-
cal transmission medium by converting the qubits into opti-
cal signals. Moreover, it converts the signals into different
forms according to the transmission technology and
frequency.

The second layer is a new layer between the physical and
link layer, called connectivity layer. This layer is responsible
for quantum error correction and setup of long-distance
quantum communication links. In particular, the considered
communications can be single-source unicast or multicast.
The critical aspect of this layer is the distribution of
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entanglement—either Bell pairs or Greenberger–Horne–Zei-
linger (GHZ) states—among distant nodes, which is the pil-
lar of quantum communications. An important aspect is
that the operations within this novel layer are independent
of the above link layer’s protocols. The main objective is
the decoupling between pure link layer and connectivity
operations in order to simplify maintenance and network
upgrades.

Next, the link layer hosts the protocols to create the net-
work quantum state of arbitrary topology. The aim is to gen-
erate and distribute the entanglement to the device of the
required quantum entanglement topology. This layer also
manages entanglement distillation in order to ensure the
specified level of fidelity. Entanglement swapping and merg-
ing quantum states are also performed at the link layer.

Finally, the network layer is responsible for manipulating
entanglement and allowing routing at a network level. The
primary devices involved are the quantum routers. The
authors in [30] have proposed some preliminary quantum
protocols, which are comparable to their classical
counterparts.

3.2.1. Open Systems Interconnection Conformal Quantum
Networks. In [31, 32], the authors consider a different route
to the development of classical-quantum communication
networks, following an approach of subsequent minimal
changes to the existing network architecture rather than a
radical replacement of the existing one. The work is focused
on entanglement-assisted data transmission only, resulting
in relatively minor changes to the existing architecture in
the sense that only the physical and link layers are affected.
The authors describe the Generate Entanglement When Idle
(GEWI) principle [32] as a sender-side mechanism that
starts generating and distributing entanglement as soon as
there is no data in the sender-side data buffer. A correspond-

ing sliding window entanglement generation protocol is
described in [31]. When there is data in the sender-side
buffer but no entanglement stored between sender and
receiver, the protocol transmits data without entanglement
assistance. The recent development of entanglement-
assisted communication techniques [33] makes the hybrid
classical-quantum communication network structures an
interesting proposal. Due to the need to distribute entangle-
ment first, these proposals might suffer from the same prob-
lem that is inherent to quantum networks—namely, the
dependence on a repeater architectures, where current
achievements are promising but larger field trials have not
yet been conducted. In addition, it is yet unclear in which
data transmission scenario the entanglement-assisted com-
munication schemes will bring the promised substantial
benefits over nonassisted ones. While the focus on an end-
to-end use of entanglement in networks is obvious from
the literature, and current research has started to identify
its potential [34] and use [33] for data transmission, the pos-
sibility of utilizing quantum technology in a localized fash-
ion for the goal of faster data processing at lower energy
consumption has been pointed out recently in [35]. The
work [35] points out the potential of quantum signal pro-
cessing where network functionalities are optimized using
quantum techniques without any need to distribute entan-
glement over the network. Rather, the focus is on utilizing
the enhanced sensitivity of quantum detectors and process-
ing mechanisms. The research on the optimal data transmis-
sion methods has been pioneered in the fundamental works
[36, 37]. A first concrete description for an implementation
dates back to [38], follow-up works like [39, 40] described
different variants and extensions of the proposed scheme.
An excellent overview is given in [41].

3.3. Physical Layer Service Integration. Physical layer service
integration (PLSI) is an approach that is emerging from a
series of works analyzing communication tasks from an
information-theoretic perspective, taking into account
models going beyond the initial work by Shannon (some-
times these works are categorized as post-Shannon theory)
in the sense of more accurate mathematical modelling of
tasks, resources, and involved parties. PLSI identifies the
principal resources available at the physical layer, the bottle-
necks and vulnerabilities in typical communication scenar-
ios, and the ability of the physical layer resources to solve
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the identified problems. Plsi aims to rebalance the network
architecture by adding critical functionalities to the physical
layer, to accelerate their execution. Since the physical layer of
every future communication network utilizing quantum
technologies has to eventually address the question how to
generate and distribute entangled states, plsi is important
when thinking about quantum networks in general. Plsi
can correct some of the drawbacks arising from softwariza-
tion by moving critical services towards the physical layer,
thereby increasing its flexibility. While it is obvious that
future networks will in addition to signal generation, trans-
mission and detection also need to generate entanglement,
a novel task which is being motivated in the post-Shannon
context is also the generation and distribution of random-
ness. Fast random number generation can be used as an
input to physical layer network coding [42]. The availability
of entanglement and sometimes also shared randomness
even allows the execution of novel security primitives such
as oblivious transfer [43, 44], the origin and historical devel-
opments of which are well described in [45]. An oblivious
transfer allows the secure computation of functions between
network entities and reduces the need for a sharing of pri-
vate data in such applications. With regards to the security
assumptions, there are a variety of proposals. The
information-theoretic perspective applied to the executions
of oblivious transfer over single-hop classical network con-
nections is described well in [46]. Recent work [47] claims
a protocol for achieving positive oblivious transfer rates even
in situations where the participating parties can be dishon-
est. Despite drawbacks, vulnerabilities, and the development
of impossibility results [48], novel methods for the execution
of oblivious transfer protocols have also been researched and
proposed in quantum communication [49], such that the
possibility of secure computation over communication net-
works remains.

Once the generation of distributed randomness (which
can also be harvested from entanglement) is a physical layer
service, the network nodes sharing this resource benefit from
increased robustness against jamming and Denial of Service
(DoS) attacks. These effects have been highlighted in the
quantum information-theoretic literature on arbitrarily
varying (quantum) channels [50–52] and motivated research
on plsi. The increased resilience is vital for wireless links of
critical infrastructures, such as in-campus networks. A cru-
cial assumption in the aforementioned line of arbitrarily
varying channel models is the existence of shared random-
ness which is unknown to a potential attacker (secret, for
short). A possible way to satisfying such assumptions is to
distribute entanglement through the network. The value of
distributed shared (secret) randomness is best understood
from the recent work [53]. In [53], the problem of detecting
DoS attacks, for example, on wireless networks, has been
formulated and analysed using the formalism of (classical)
arbitrarily varying channels. As it turns out, deciding
whether a DoS attack is possible on a given wireless link is
not possible in general. Still, scenarios where a DoS attack
is not possible can be detected. If shared secret randomness
is available for a given system, its capacity can be computed
using standard techniques. Thus, the question of how to

assure the quality of secret shared randomness is vital for
resilient communication.

Following from the work on OSI network conformal
quantum networks as described in Subsection 3.2.1, physical
layer service integration also encompasses efficient error cor-
rection in the transmission of classical data. To build on the
concrete example given in [35] where quantum communica-
tion techniques were proven to reduce energy consumption
in long-haul fiber transmission, an obvious and simple
example of physical layer service integration is fully optical
error correction in optical fiber transmission, where the task
of error correction is handled by the physical layer. This
approach ultimately allows building receivers attaining the
data transmission capacity of any physical medium.
Depending on the boundary conditions in terms of band-
width, signal energy, or transmission range, quantum
receivers can beat their classical counterparts by orders of
magnitude.

In order to finally give a concrete historical example of
successful plsi, we point to all-optical networks. In optical
long-haul fiber transmission, a choice exists regarding the
method of signal regeneration. In particular, a design choice
can be made between opto-electronic conversion including
error correction and feedback methods between nodes
placed along a link connecting a sender end receiver, or fully
optical amplification. The vision of all-optical networks [54],
built on the latter approach, corrects the signal to noise ratio
while leaving the signal in the optical domain and without
applying error correction steps. In this sense, plsi is a design
choice that with examples of successful application existing
already today.

3.4. Spatial Structure of Current and Future Networks. A
final important architectural aspect to be discussed is the
highly-growing interest for aerial and satellite platforms’
integration into the terrestrial quantum communication net-
works. This is mainly due to one of the major issues that are
affecting the research on and the design of the quantum
internet: the need for quantum repeaters. Quantum commu-
nications in fibres can reach a distance of about 100-150 km.
Then, in order to maintain the fidelity of entanglement and
to avoid decoherence, devices like quantum repeaters have
to be employed. However, these devices are still under
research, and they are highly complex and expensive.
Around 2014, the research started to focus on qkd and
entanglement distribution via satellites in order to achieve
intercontinental communications more easily. A recent
record was set when entangled photon pairs were distributed
via two bidirectional downlinks from the Micius satellite to
two ground observatories in Delingha and Nanshan in
China [55]. In the last years, the scope has been moving to
ensuring miniaturisation, lower costs, and lower orbits
[56]. These advantages are necessary for a subsequent and
seamless integration with the terrestrial network. However,
the realization of entangled quantum systems and their dis-
tribution to any node on earth via nanosatellites (e.g., Cube-
Sats) is still an open research challenge. Distributing
entanglement via nanosatellites would significantly reduce
the need and the cost of repeaters. That is why the three-
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dimensional networking has a crucial role also in quantum
communication networks.

3.5. Key Performance Indicators. In the following, we give a
short overview over the most relevant Key Performance
Indicators of quantum channels. As most systems are in a
technically premature stage, we focus on those derived from
information theory. In contrast to classical communication
systems, where the Shannon capacity of a channel was the
dominant metric over several decades, research on quantum
communication systems identified three different capacities
early on. In the context of post-Shannon literature, several
additional KPIs were discovered both for quantum and for
classical channels. The simplest KPI for a quantum channel
is its message transmission capacity [36, 37]. A second KPI is
the entanglement-assisted message transmission capacity
which is based on the idea of dense coding [57]. For this type
of data transmission, it is assumed that entanglement has
been established between sender and receiver which is avail-
able to both of them at the time where the data needs to be
transmitted. The third fundamental KPI of a quantum chan-
nel is its capacity for transmitting entanglement [58–60].
This latter capacity is also referred to as the quantum capac-
ity of a quantum channel. It is an important open problem
to derive exact formulas for the latter capacity, which is
not even known for very simple transmission systems yet.
In addition, the quantum capacities of quantum channels
have been derived under the assumption of DoS attacks in
[50] and under the assumption of incomplete information
regarding critical system parameters in [61]. Channels with
memory have been studied in [?], and the second-order
behaviour which is relevant to the performance with finite
blocklength in works such as [62, 63]. The effect of fading
on quantum channels has been studied in [64, 65]. Finally,
the identification capacity of a classical channel has been
derived in [66], and formulas for several quantum commu-
nication systems have been proven [67, 68]. The identifica-
tion capacity is a KPI from the domain of post-Shannon
information theory, which describes the number of messages
per channel use that can be achieved in situations where the
receiver is only interested in the question whether or not the
incoming message was intended for him. It should be noted
that a direct technological comparison of the different tech-
niques that are theoretically available from quantum tech-
nology development with those existing as a state-of-the-
art is typically not available in a systematic fashion due to
a lack of readily available components on the quantum tech-
nology side.

4. An Architecture for Future Classical-
Quantum Communication Networks

In Section 3.2, the legacy quantum network architectures
have been outlined. The question arises how to reconcile
these architectures with current trends. Of particular impor-
tance is the decoupling between network functionalities and
hardware through softwarization, which has opened the way
to extensive employment of in-network intelligence, easier

network management and upgrading, and to efficient and
effective management of multitenancy.

The novel architecture this work proposes leverages the
idea of network softwarization realized via SDN and NFV,
in order to achieve a better integration of quantum commu-
nication networks with upcoming and future generation net-
works. Furthermore, it also inherit the pros of network
softwarization that have been just mentioned, opening the
way for a more flexible and advanced quantum-classical net-
work management and operations. Figure 9 depicts the logic
architecture that this work is going to propose. The network
infrastructure consists of a hybrid quantum-classical net-
work, combining 4G and 5G technologies, and the three-
dimensional 6G communication networks with a quantum
physical layer. As seen in the previous sections, the three-
dimensionality is pivotal both for quantum and classical
communication networks. Next, the end-to-end manage-
ment and orchestration has to handle a hybrid three-
dimensional infrastructure considering data and control
planes with quantum capabilities as well.

As mentioned previously, the Internet is evolving
towards a SDN approach, as modern networks are incre-
mentally deploying SDN to facilitate configuration, opera-
tion, and automated management. In this framework, an
interesting direction might be represented by introducing
the detachment between control and data planes at the basis
of the SDN paradigm and extend it to quantum communica-
tions. This integrated classical-quantum Internet architec-
ture would enable the deployment of classical as well as
quantum link level communication technologies and devices
that will constitute the data plane of the converged infra-
structure, while maintaining a “traditional” control plane
functionality in the form of an evolved SDN controller—be
that centralized or distributed. The relevant advantage of
this solution, which in our considerations would be prefera-
ble, is the convergence of quantum-plus-traditional Internet
as a single-integrated and single-managed entity that would
enable faster integration of quantum technologies within
modern networks.

Then, it is pivotal to maintain the current separation
between data and control plane, envisioned by SDN. In this
sense, the control plane will not only manage the classical
protocol stack but also the quantum physical-link layer
resources. This will also advance the hybrid quantum-
classical protocol stack towards the idea of programmability,
which means the capability of adapting the hybrid protocol
stack according to network conditions with the possibility
of slicing quantum communication resources as well. This
will highly enforce the coexistence and the progressive intro-
duction of quantum technologies within future communica-
tion networks. An important consideration refers to the
design of the interfaces between the upper softwarized layers
and the hybrid physical classical-quantum layer. Especially
southbound, but also the northbound interface, will require
programming that takes into account the different algorith-
mic implementations that quantum resources demand. Fur-
thermore, the inherent cross-layer characteristics of
entanglement, mentioned in Section 3.1, require a specific
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design not only of link-layer but also of network-layer proto-
cols and saps.

A distributed control plane can be preferable in respect
of a centralized one since procedures like entanglement
swapping for longer-distance entanglement distribution will
imply significant communication control overhead. Then,
controllers can be moved close to areas (for example geogra-
phically bounded campus networks or low latency verticals
like the tactile internet) or routes where entanglement distri-
bution is needed most. It should be taken into account that
the controller will be a virtual function dynamically placed

in data centers. Thus, in our proposed logic architecture,
computing and the role of data centers is pivotal for quan-
tum communications. Entanglement creates a physically dis-
tributed state among network nodes, and it is not a stateless
operation [4]. This means that the architectural choice of a
control plane, either centralized or distributed, can be very
effective to manage these aspects and to keep spatial-
temporal track of quantum network states.

Next, the control protocol and the interfaces between
control and data plane have a key role. This can be a flow-
oriented protocol and considering ports abstraction for
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managing the quantum and classical data flows. This flow-
management is possible by setting up the flow tables and
their internal rules. These flow tables refer to both quantum
and classical resources’ assignment and allow for potential
slicing and multitenancy. This novel proposed architectural
element also has the capability of concurrently program-
ming multiple network devices. Thus, in respect of other
proposed architectures in the literature, this has a “network
viewpoint,” which can enable a more efficient and effective
entanglement distribution and quality-assurance, in parallel
to a more effective control of network resources and paths
(also leveraging the programmability for future employment
of intelligence).

The interfaces that come into our quantum-classical
architectural view and that are missed in existing quantum
network architectures are southbound, east/westbound, and
northbound. First, the southbound control interface on
quantum communication devices, which should integrate a
proper interface to enable the control plane to issue com-
mands and provide status information. Second, the update
of the SDN southbound interface. The communication
between the control and data plane is implemented using
the southbound interface. In the most common cases, such
interface might be provided by protocols such as OpenFlow
or languages such as P4. Those technologies should be
enhanced to support quantum-specific operation and to
enable devices to advertise their quantum or traditional
features.

Regarding the east/westbound interface, these are inter-
nal to the control plane, and they become pivotal when the
control plane is distributed. In this latter case, it is necessary
another protocol to manage the distributed control of
quantum-classical resources and data plane in general.
Finally, the northbound interface has to be included (and
its classical version modified) so that classical software appli-
cations can leverage the quantum effects at the physical and
link layers.

Backward compatibility could be enabled by introducing
small modifications to the features’ discovery process of
SDN. Indeed, features’ discovery represents a mandatory
process to enable SDN controllers to learn the specific char-
acteristics of the network devices. For example, in the case of
OpenFlow, after the initial handshake implemented over
TCP/SSH using the HELLO messages, the SDN controller
will issue a FEATURES_REQUEST message in order to
acquire the functionalities supported by the OpenFlow
switch. To support quantum communications, the FEA-
TURES_REQUEST and FEATURES_REPLY messages
should be enhanced to support quantum-specific operation.

As it is possible to see from Section 3.1, the definition of
an architecture and a protocol stack for quantum communi-
cation networks is currently neglecting a major aspect of
future 6G networks: ai. However, some works have been
underlining the importance of quantum communication
networks for achieving efficiently in-network intelligence
[69], together with the new potentials of opened by quantum
machine learning for the management and orchestration of
future hybrid quantum-classical communication networks
[70]. Then, Figure 9 also tries to envision the placement of

hybrid intelligence in the quantum-classical network archi-
tecture. The architectural integration of classical and quan-
tum communication technologies implies the “hybrid”
collaboration of classical and quantum intelligent agents.
Since a great part of the control of the quantum networks
will be performed classically, classical in-network intelli-
gence will play a key role for management and orchestration.
However, in this context, the decision-making and the pre-
diction can also be based on potential new intelligent algo-
rithms based on quantum machine learning, running in
quantum data centers. Next, within the control plane and
the data plane nodes, ai agents can perform specific tasks,
exploiting either the classical or the quantum physical and
link layers. This mainly depends on the technological
advancements that will be achieved by quantum computing
for communication nodes in the next ten to fifteen years. If
the miniaturisation and costs of quantum computing will
not reach reasonable thresholds, the role of quantum
machine learning in 6G will be limited to centralized man-
agement and orchestration. Finally, intelligent agents can
also be realized at the application layers, for paradigms like
ai-as-a-service. In this context, the employment of “quan-
tum” intelligent agents is going to take longer time since
the maturity of “quantum” optimized software for fully-
quantum hardware represents a long-term objective.

In legacy proposed architectures, a quantum link layer
manages the mapping of entangled photons to entangled
qubits, and it guarantees the overall quality of the communi-
cation. One possibility to achieve integration between quan-
tum and traditional link layer technologies might be to
consider quantum as another layer 1/layer 2 technology
and to achieve loose integration by exploiting the interoper-
ability provided by the Internet Protocol. Such a solution
would require adapting TCP/IP lower layers to the needs
of quantum communications. This mean introducing a
proper version of the Address Resolution Protocol (ARP)
as well as additional functionalities between IP and the
quantum layers in order to support entanglement and chan-
nel setup functionalities.

An alternative might be to enable the integration of
quantum-powered autonomous systems within the overall
Internet topology by exploiting IP tunnelling functionalities.
This alternative might represent a mature solution, consider-
ing the diffusion of tunnelling protocols for Virtual Private
Networks (VPNs) and IPv6-IPv4 tunnelling. Quantum tech-
nologies would represent a specific physical-link layer tech-
nology operating under a network operator, connected to
the rest of the Internet via tunnel end-points that would hide
the specific characteristics of the quantum internals. Tighter
integration might consider the possibility of enabling classi-
cal and quantum operation on the same physical link. This
would require adaptation of classical mac protocols to this
novel functionality or the introduction of an “upper” mac
scheduler capable of facilitating the coexistence.

The advantage of both the above solutions would be to
enable quantum communications to freely evolve as a sepa-
rate standard providing methods for interoperating with
other standards at the higher network layers without specific
constraints from the rest of the public Internet while
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incrementally enabling its implementation in parallel to
innovations in Internet-related technologies.

In this new architecture, plsi as described in Subsection
3.2 can be used to meet specific demands in peak data rates,
resilient low-latency communication, or secure network
function computation.

Another service that can be considered as plsi is the net-
work time synchronisation. Classically, this task is per-
formed at layer 2 and layer 3 (as previously described).
From synchronisation viewpoint, the architecture considers
the presence of a quantum master clock, which transmits
ultraprecise (in the order of picoseconds or below) timing
information to its quantum slave clocks. The choice of mas-
ter clocks and their placement is out of the scope of this
work. However, it is important to notice that an example
scenario may consider the placement of a master quantum
clock for local area networks of slaves directly connected
with the master.

Depending on the desired network hardware and struc-
ture, not all tasks can be considered in plsi. For example,
the gains from entanglement-assisted data transmission
depend both on entanglement storage times and the com-
munication medium, while network time synchronisation
is affected most by the topology and to some degree on stor-
age times.

5. Conclusion

This article has provided a novel architecture for future
quantum-classical networks, which leverages the trend of
evolution of upcoming and future generation networks.
While the legacy proposed architectures for quantum com-
munications are limited to some perspectives, the one envi-
sioned in this work considers the lessons learnt from in-
network computing, network virtualization, and program-
mable stacks. Moreover, it considers the employment of
quantum communications for network synchronisation
operations, which are pillars of communications functional-
ities of the whole protocol stack. In order to justify our pro-
posal and to compare it to the ones in the state-of-the-art, an
introductory part on the important and related aspects of
classical networks was provided. Next, the discussion also
embraces research and standardisation status in order to
show the differences between classical and quantum com-
munications research and standardisation efforts. This is
also important to show how our architecture brings together
the different research trends and works by the different stan-
dardisation bodies.

From the explanation of the proposed architecture, it is
possible to highlight important fields of research and stan-
dardisation, both in academia and industry. For example,
the design, standardisation, and development of control pro-
tocols and architectural interfaces as have been done for
SDN and NFV for classical networks. Next, the study and
realization of quantum-classical network slicing and multite-
nancy. This will be fundamental in future scenarios with
coexistence of heterogeneous services managed by multiple
operators on the same network infrastructure.

An important role in such proposed architecture and in
general in future quantum-classical networks will have data
centers, both in the edge and in the cloud. Even the research
of where and how to place the control of quantum network
functions in data centers’ network is still unknown. In par-
ticular, this will have to consider that in some cases (e.g.,
the tactile internet), entanglement generation and distribu-
tion will have to satisfy low latency, thus, being performed
at the edge or access networks.

Next, the detailed design, analysis, and realization of
centralized and distributed control planes are still in its
infancy. This is also true for the various instances that may
arise for the realization of quantum-classical pps, and, more
generally, for quantum-classical network operating systems
and software-defined protocols.

These are just few open fundamental challenges that our
novel architecture opens to guarantee a seamless integration,
operation, and management of future quantum-classical
networks.
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