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Abstract—In Elastic Optical Networks with Space-Division
Multiplexing (EON-SDM), dynamic allocation and de-allocation
can generate spectrum fragmentation, increasing the blocking
probability. Proactive solutions attempt to minimize or prevent
future fragmentation occurrence by trying to find paths and
blocks of slots to allocate. These solutions increase the chances of
future connection requests to be allocated. This paper presents
two proactive algorithms to avoid spectrum fragmentation in
EON-SDMs. The proposed algorithms take into consideration
the fragmentation state of the spectrum as well as potential
bottleneck formation. Results demonstrate that our algorithms
can reduce significantly the blocking probability while respecting
the inter-core cross-talk constraint in Multi-Core Fiber (MCF).

Index Terms—Space-Division-Multiplexing (SDM), Fragmen-
tation, Modulation Formats, Inter-Core Cross-talk, Routing,
Core, and Spectrum Allocation (RCSA).

I. INTRODUCTION

In Elastic Optical Networks with Space-Division Multiplex-

ing (EON-SDM), requests for light-paths establishment have

different arrival and tear-down times. The dynamic allocation

and de-allocation of slots generate spectrum fragmentation,

characterized by the availability of non-continuous slots with

total bandwidth sufficient to accommodate a new request but

unavailable for allocation as a consequence of not being con-

tinuous. Fragmentation increases the blocking of connection

requests, causing inefficient utilization of the spectrum.

Solutions to ameliorate the fragmentation problem can be

reactive or proactive [4]. Proactive ones try to minimize or

prevent future fragmentation occurrence. Reactive solutions

focus on network defragmentation which is the process of

removal of fragmentation by rearranging already established

connections, either by re-routing and/or reallocating them.

However, these solutions can cause traffic disruption, and

the time spent to re-allocate the set of requests may not

be negligible [4]. Indeed, most of the algorithms in the

literature handle the fragmentation problem when allocating

the spectrum in a proactive way.

In this paper, we propose two proactive Routing, Modulation

Format, Core and Spectrum Allocation (RMCSA) algorithms

to alleviate the fragmentation problem in SDM scenarios.

The algorithms make decision on spectrum allocation con-

sidering the state of the spectrum fragmentation as well as

the potential formation of bottleneck links. prioritization of

cores in resource allocation is also employed. The algorithms

employ adaptative modulation to deal with different Quality

of Transmission (QoT) conditions.

The remainder of the paper is organized as follows. Sec-

tion II describes related works that try to reduce the spectrum

fragmentation. Section III introduces the proposed algorithm to

optimize the use of resources in SDM networks and describes

the set of comparison algorithms. Section IV discusses the

performance of our proposed algorithms. Finally, Section V

concludes the paper.

II. RELATED WORK

In [5], the authors introduce a Reconfigurable Optical Ad-

d/Drop Multiplexers (ROADM) as well as an Architecture on

Demand (AoD) to avoid blocking in EON-SDM networks,

considering cross-talk and different modulation formats. In [6],

the First-Fit (FF) policy is used to allocate bandwidth requests

in partitions of the spectrum [7].

In [8], the authors present the concept of cross-core virtual

concatenation in SDM networks with the spectrum contiguity

constraint relaxed. They have considered that spectral-spatial

super-channels have irregular shapes and their carriers can

be distributed over different fiber cores. They also use this

concept to minimize the fragmentation of EON-SDM Multi-

Core Fibers (MCFs).

In the algorithm proposed in [10], slots are separated into

different partitions. In [11], the prioritized areas are based

on immediate (IR) and advance (AR) reservation requests to

reduce the blocking probability. IR requests start the trans-

mission immediately after they arrive, whereas, AR requests

can reserve future resources. However, prioritizing areas can

increase blocking compared to those given by classical RCSA

(Routing, Core, and Spectrum Allocation) algorithms.

In this paper, we introduced two RMCSA algorithms to

ameliorate the fragmentation problem. They classify paths

based on the current fragmentation state of the spectrum, as
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well as on the potentiality of bottleneck link formation. Addi-

tionally, one of the algorithms proposed uses core prioritization

to prevent cross-talk interference.

III. PROPOSED ALGORITHM

In this section, we introduce two algorithms: the

Fragmentation-aware Routing, Modulation Format, Core,

and Spectrum Allocation (FA-RMCSA) algorithm and the

Fragmentation-aware Core prioritization RMCSA (FACP-

RMCSA) algorithm. The RMCSA algorithm used in our

algorithms is divided into two sub-problems, namely 1) routing

and modulation selection and 2) spectrum allocation. In the

routing and modulation format selection, the potential paths to

host a request are identified and the number of slots necessary

to allocate the requested bandwidth is calculated based on the

length of the paths. In the core and spectrum allocation step,

available slots are searched to accommodate the request. These

two algorithms differ by the employment of core prioritization

to avoid cross-talk as a selection criterion.

TABLE I
NOTATION USED IN PROBLEM FORMULATION

Symbol Description

G = (V,E,W ) Graph representing a network topology

E Set of edges, the length being |E| = C×F ×L

eu,v,n The nth edge connecting nodes u and v

V Set of nodes, where V = {v1, v2, . . . , v|V |}

W
Set of edge weights, where W =
{w(eu,v) | eu,v ∈ E}

w

Weight of the edge eu,v,n, where w(eu,v,n) <
∞ if the nth slot in the link connecting u to v

is available and w(eu,v,n) = ∞ if the slot is
unavailable

Ĝu,v = (V̂ , Ê, Ŵ )

Labeled multi-graph, representing a graph with

K-shortest paths between u and v such that Ê is

the set of edges connecting {û, v̂} ∈ Ê, V̂ is the

set of nodes and Ŵ is the set of costs associated
with Ê, corresponding the mapping edges from
K-shortest paths in G

w̃

The edge ẽu,v,n weight, being w̃ < ∞ if the
corresponding edges in the graph are available
and w̃ = ∞, otherwise

Ṽ Set of nodes, where Ṽ = V

ẽũ,ṽ,n ∈ Ẽ Edge connecting ũ and ṽ

ẽũ,ṽ

ẽũ,ṽ = {eu,v,n} ∈ Ẽ is a chain such that
{eu,v,n} is the least ordered edge, ẽu,v,n+∆ is
the greatest ordered edge and | ẽu,v |= ∆

W̃ W̃ = w̃n(ẽũ,ṽ)

G̃n,∆ = (Ṽ , Ẽ, W̃ )
The nth labeled graph such that Ẽ is the set of

edges connecting {ũ, ṽ} ∈ Ṽ and W̃ is the set

of costs associated with Ẽ.

Ẽ Represents the mapping of ∆ edges in Ĝ

σ
Number of graphs extracted from multi-graphs,

where σ = |{G̃n,∆}| = C × (F −∆+ 1)

τ(Ĝ, C,∆) Function which produces all σ graphs from Ĝ

W (pn)

∑
ẽu,v∈pnẽu,v

weight of the pn (the sum of the

weights of all the edges in the chain)

A K-shortest paths algorithm finds the set of candidate

paths, and each path is classified using two metrics: path

fragmentation ratio and closeness centrality of the nodes

along the chosen paths. The path fragmentation ratio gives

the fragmentation state of the spectrum and the closeness

centrality of a node indicates the potentiality of the node to

contribute to the formation of bottleneck links.

In addition, the FACP-RMCSA algorithm prioritizes the

cores for spectrum selection in order to prevent inter-core

cross-talk. A new core prioritization method is introduced

in this paper to reduce the inter-core cross-talk by avoiding

allocation of the spectrum in adjacent cores. This method

also reduces fragmentation by allocating bandwidth requests

uniformly among the core.

To facilitate the selection of slots for allocation, the spec-

trum is represented as a multi-graph [9], [13]. In a multi-graph,

several links connecting two nodes represent the possibilities

of the use of the network link spectrum to allocate the

requested bandwidth. The original multi-graph is divided into

C multi-graphs, where C is the number of cores. These graphs

are transformed into other multi-graphs, each with N −∆+1
edges, with ∆ being the bandwidth demand converted into a

number of slots on the basis of the modulation format chosen.

These multi-graphs are then transformed into N−∆+1 graphs.

In other words, the original multi-graph is transformed into

C×(|F |−∆+1) graphs. Each edge in these graphs represents

a combination of ∆ slots. This representation assures spectrum

contiguity in the solution. In these graphs, an ∞ label value

means that at least one slot is unavailable, whereas the value

1 means that all slots are available for allocation. An ∞ value

is also assigned to an edge if a slot represented by the edge

has an unacceptable cross-talk level.

A. Routing Selection

The paths chosen by the execution of K-shortest paths

algorithm are not necessarily completely disjoint, i.e., the

paths may have links and/or nodes in common, and this can

lead to the formation of bottleneck links and the frequent

allocation/de-allocation of slots in these links increases frag-

mentation.

In general, existing RCSA algorithms do not consider the

fragmentation state of the spectrum as a metric in the routing

selection; fragmentation is usually handled in the allocation of

spectrum steps of these algorithms.

In our algorithms, after computing K-shortest paths, we

calculate the path fragmentation ratio (FR) [14]. This metric

captures the impossibility of using the spectrum due to the

generated fragmentation along a path. Besides the allocation,

a cross-talk value higher than a threshold values makes the

slot unavailable.

Let Bi be the number of slots in the block. The availability

value of each block, ν(Bi), is defined as the maximum total

data rate that can be provisioned using the slot [14]. The path

fragmentation ratio for each candidate path is defined as:

FR = 1−

(

∑

i ν(Bi)

ν(
∑

i(Bi))

)

. (1)



The ratio is computed using the value of the fragmented

spectrum and that of the non-fragmented one.
∑

i ν(Bi) is the

current value of all available blocks along the path ps,d, while

ν(
∑

i(Bi)) is the availability value from the blocks that can be

allocated.
∑

i ν(Bi) =
∑

k r
∗
k× yk , where r∗k = Rb× (b− 1)

represents the raw data rate and b − 1 the number of slots,

Rb is the data rate achieved for a modulation format m, and

yk represents the number of light-paths that can be allocated

having bk bandwidth. FR is in the range [0, 1], where 0 is non-

fragmented and 1 indicates a high spectrum fragmentation.

In other words, if a path has FR close to 0, this path is a

promising candidate to host a request.

The closeness centrality [15] expresses how close a node

is to all other nodes in a network. Nodes with high closeness

centrality values impact on the disjointness of paths and, con-

sequently, favor the formation of bottleneck links, increasing

blocking. The closeness centrality is defined as the inverse of

the sum of the shortest distances between each node and every

other node in the network. The closeness centrality measure

is defined by:

CC(i) = 1/
∑

i6=j

d(i, j) (2)

where CC(i) represents the closeness centrality of the node

i, n represents the number of nodes in the network, d(i, j)
is the shortest path distance between i and j. To minimize

the formation of the bottleneck in the path selection step, we

calculate the closeness centrality of each node in a network

and we use this value as a metric to decide the path that has

the lowest closeness centrality.

Numerical values of FR and CC are normalized by the

sigmoid function: α = γ/(1 + exp(x − µ)), where x is the

values, given by either Equations 1 or 2 and µ is a threshold.

This sigmoid function dampens the given values, so variations

in the FR or CC values are less intense when combining

them in Equation 3. It also avoids that numerical values of

one factor dominating the other in the resulting value. For the

NSFNET and USA topologies, an empirical evaluation of the

µ thresholds for FR and CC that produced the least blocking

resulted in 0.8 and 0.5, respectively. The following equation

combines FR and CC into a single metric, which represents

the adequateness of a path for allocation:

ω = ωFR × ωCC , (3)

where ω indicates the potentiality of path ps,d to accommodate

the new request, ωFR represents the normalized path frag-

mentation ratio, and ωCC the normalized sum of closeness

centrality.

B. The Fragmentation-aware RMCSA Algorithm

Algorithm 1 shows the steps to allocate a request r(s, d, b).
Line 1 computes the K-shortest paths for a pair of nodes s
and d. If there is no path the request is blocked (Line 22). In

Lines 4-8, the algorithm classifies each path, where S stores

the computation of Equation 3 for every path in P (Line 7).

These paths are then ordered in ascending order based on

the corresponding result in the set R (Line 9). For each path

(Lines 10-21), the algorithm tries to allocate r(s, d, b). Lines

11-12 compute the number of slots ∆ necessary to allocate

the request with modulation format m. Line 13 computes the

availability of the spectrum using the adopted multi-graphs

representation of the spectrum. If all the weights for the

shortest path pn ∈ P are ∞, there is no path to support

the requests with demand b which observes the contiguity

constraint (Line 14-16). To accommodate a request r(s, d, b)
after a path is selected, we need to find a block of available

slots considering the cross-talk level on the slots (Line 14). For

the FA-RMCSA, we use the First-Core First-Fit algorithm [16]

to find the available slots. If there is no block of slots available,

then we decrease the modulation format m and go back to Line

12. Otherwise, in Lines 15-16, we establish r(s, d, b) along the

path pn and update the weights of the edges to ∞ for the slots

that are allocated to this request. If all possibilities are tried

and there is no chance to allocate r(s, d, b), the request is

blocked (Line 22).

Algorithm 1: Fragmentation-aware RMCSA

1 P ← KSP (G, s, d);
2 if P 6= ∅ then

3 S← ∅;
4 foreach path pn ∈ P do

5 ωCCpn
← SumOfClosenessCentrality(pn);

6 ωFRpn
← FragmentationRatio(pn);

7 S← S ∪ (ωCCpn
× ωFRpn

);
8 end foreach

9 P ← R(pn) | ∀iR(pn) ≥ R(Pi);
10 foreach path pn ∈ P do

11 m← m(pn) | ∀im(pn) ≥ mi(pn);
12 ∆← determine the number of slots;

13 τ(Ĝpn
, C̃,∆) for m;

14 if ∃ δ(G̃n,∆, r(s, d, b)) then

15 Establish r(s, d, b) as pn;

16 W (ẽu,v,i)←∞ ∀{u, v} ∈ pn;

17 else if m > BPSK then

18 Downgrade m and go back to Line 12;

19 end if

20 end foreach

21 end if

22 Block the request r(s, d, b);

C. The Fragmentation-aware Core prioritization RMCSA Al-

gorithm

In MCF, cross-talk is generated by the propagation of

optical signals between cores due to an evanescent wave.

An evanescent wave decays exponentially with the distance

travelled, and the propagation of optical signals depends on

the propagation constant of each core. To calculate the cross-

talk in SDM networks, we use the equations given in [12].

Keeping the overall cross-talk of the network low is key to



reduce the fragmentation effect since it presents a slot to be

unavailable for allocation.

By carefully choosing the order of the cores in which slots

are selected, we are able to prevent high cross-talk in a way

that allocations are placed in non-adjacent cores whenever

possible. This allows the network to accept more new requests

and accept requests with a high modulation format.

We adopted the graph-complement approach to define the

core prioritization criterion. The priority of the cores for

allocation is pre-computed, considering an MCF as a graph,

each core as a node and the edges connection to the adjacent

cores. To generate the complement of this graph, one fills

in all the missing edges required to form a complete graph

and removes all the edges that were previously there. The

only edges left are between non-adjacent cores, the proposed

criterion sorts the cores considering the distance between each

other.

In the Fragmentation-aware Core prioritization (FACP) RM-

CSA algorithm, the difference is that this algorithm uses a

specific pre-computed order of cores to select one core and

then apply the First-Fit policy to select a block of slots, in the

same way as for the FA-RMCSA algorithm. To apply core

prioritization, we need to change Line 14 in Algorithm 1 to:

∃ δ(G̃n,∆, r(s, d, b),T), (4)

where T is the result of core prioritization, such that the slots

will be selected from cores following the order in T.

In Algorithm 1, the for-loop (Lines 6-10) runs K times the

fragmentation calculation (V̂ × Ê), where K represents the

number of candidate paths, Ê and V̂ are the number of edges

and the number of nodes in Ĝ, respectively. In Algorithm 1,

the main for-loop (Lines 12-22) runs K times where K is

a constant. For each candidate path, the steps to determine

the modulation format and to find the available slot blocks

(Lines 13-21) can run up to M times, where M is the set

of modulation formats. The innermost condition, the one to

find a slot block to allocate r(s, d, b), has time complexity

V̂ × Ê. So in the worst case, the total execution time will be

(K×(V̂ ×Ê))+(K×M× V̂ ×Ê) if the condition in Line 16

runs for all options before establishing or blocking a request.

Conditions are nested, so the bounds can be multiplied and the

complexity of the Algorithm 1 is O(K × |M | × |V̂ | × |Ê|).

IV. PERFORMANCE EVALUATION

We compared our proposed algorithms with algorithms em-

ploying the First-Core First-Fit (FCFF) and Partition policies.

In [16], among the evaluated algorithms by the authors, the

lowest blocking probability was achieved by using FCFF

in SDM networks. In [6], the authors proposed a partition

mechanism with core prioritization (PT). In this policy, the

spectrum is partitioned into areas having a specific number of

slots, and a shared area to allocate connections which could

not be accepted in a designated area. To make the comparison

fair, we introduced thresholds for the cross-talk and adaptative

modulation formats to these RCSA algorithms.

The number of slots depends on the requested capac-

ity and the modulation format. We consider six modu-

lation formats, BPSK, QPSK, and x-QAM, where x ∈
{8, 16, 32, 64}, with the transmission reach and supported bit-

rates as modeled in [17], and each with a cross-talk threshold

of {−14,−18.5,−21,−25,−27,−34}, respectively. Since the

minimum distance between symbols is most strongly affected

by the rotated interferer, we expect a strong impact on the

cross-talk generated. The values for calculating the cross-

talk [12] employed the formulation in [5].

We implemented our algorithms in the FlexGrid simula-

tor [18]. Each simulation was run for 105 requests, and the

load (using Erlang distribution) was increased in steps of 25

erlangs for each simulation from 0 to 500. The bandwidth

requests were generated between 50 Gb and 400 Gb, with

granularities of 50 Gb.

In the simulations, the NSFNET and USA topologies were

employed. The NSFNET topology (Figure 1) has 14 nodes

and 21 fiber links and the USA topology (Figure 2) has 24

nodes and 43 fiber links. Each fiber link is bidirectional and

contains 7 cores, each with 320 slots and slot spacing of 12.5

GHz.

Fig. 1. NSFNET topology with 14 nodes and 21 links

Fig. 2. USA topology with 24 nodes and 43 fiber links

To evaluate the algorithms, we used the following metrics:

Bandwidth Blocking Ratio (BBR); mean cross-talk generated;

and network fragmentation [4]. The network fragmentation is

defined as χ = 1 − φ, where φ represents the available slot

ratio between the maximum size of the block of slots and the

total number of slots in the network.

Figure 3 shows the BBR as a function of the load for

the NSFNET topology. The PT and FCFF algorithms start

blocking requests under loads of 50 erlangs, and FA-RMCSA

algorithm under loads of 125 erlangs. But, the FACP-RMCSA

algorithm starts blocking requests only after 375 erlangs. The

FA-RMCSA algorithm produces BBR values one order of

magnitude lower than the BBR produced by the PT algorithm

under loads of 200 erlangs. The FACP-RMCSA algorithm

produces the lowest BBR values under all loads, the difference

being two orders of magnitude when compared to the BBR
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Fig. 3. Bandwidth blocking probability as a function of the load for the
NSFNET topology

given by the other algorithms under loads of 400 erlangs.

The difference in blocking produced by FA-RMCSA and

FACP-RMCSA algorithms results from the adoption of core

prioritization by the latter.
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Fig. 4. Bandwidth blocking probability as a function of the load for the USA
topology

Figure 4 shows the BBR as a function of the load for the

USA topology. While PT and FCFF algorithms start blocking

under loads of 25 erlangs and the FA-RMCSA algorithm

under loads of 100 erlangs, the FACP-RMCSA algorithm

starts blocking requests only under loads of 300 erlangs.

The BBR produced by the FA-RMCSA algorithm is three

orders of magnitude lower than those produced by the PT

and FCFF algorithms under loads of 100 erlangs. The FACP-

RMCSA algorithm produces the lowest BBR regardless of

the load, confirming that our core prioritization contributes

to the avoidance of blocking. When compared to the PT and

the FCFF algorithms the BBR values given by the FACP-

RMCSA algorithm is almost four orders of magnitude lower

than those produced by the PT algorithm, which uses another

core prioritization criterion.

Figure 5 shows the inter-core cross-talk as a function of the

load for the NSFNET topology. The cross-talk value increases

for all algorithms as the traffic load increases. The cross-talk

value produced by the FCFF algorithm is 6 dB higher than

that produced by FACP-RMCSA algorithm under loads of 25

erlangs. Regardless of the load, the FACP-RMCSA algorithm

produces the lowest cross-talk, as a consequence of the core

prioritization criteria adopted.
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Fig. 5. Average inter-core cross-talk as a function of the load for the NSFNET
topology

Figure 6 shows the inter-core cross-talk as a function of

the load for the USA topology. The difference in cross-talk

between algorithms is smaller for the USA topology than they

are for the NSFNET topology. The cross-talk produced by

FACP-RMCSA algorithm is 5 dB lower than that given by

the FCFF algorithm under loads of 25 erlangs. The cross-talk

given by the FACP-RMCSA algorithm is similar to the one

produced for the NSFNET topology, being the lowest cross-

talk value produced among all the values produced by the other

algorithms. The mean difference between the cross-talk given

by the FACP-RMCSA algorithm and the FCFF algorithm is

around 14%, and for loads lower than 500 erlangs.
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Fig. 6. Average of inter-core cross-talk as a function of the load for the USA
topology

Figure 7 shows the network fragmentation for the NSFNET

topology. The network fragmentation metric is not representa-

tive for the PT algorithm, as the algorithm divides the spectrum

into partitions, grouping requests by bandwidth. This limita-

tion causes a misleading impression that it has more available

slots, where in reality, it doesn’t. As a consequence, we are not

going to use its results for the following considerations. The

network fragmentation produced by FACP-RMCSA algorithm

is 17% lower when compared to the results produced by the

FA-RMCSA algorithm under loads of 125 erlangs. The FCFF,

FA-RCSA and FACP-RCSA algorithms produce similar results

after loads of 200 erlangs.
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Fig. 7. Network fragmentation used to establish a connection request as a
function of the load for the NSFNET topology

Figure 8 shows the network fragmentation for the USA

topology. Under loads of 75 erlangs, FCFF algorithm produces

the lowest network fragmentation compared to the FACP-

RMCSA and FA-RMCSA algorithms, a difference of 26% to

FA-RMCSA and 2% to FACP-RMCSA. After loads of 200

erlangs, the results produced by the FCFF algorithm are close

to the ones produced by the FA-RMCSA and FA-RMCSA

algorithms.
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V. CONCLUSION

In this paper, we investigated the problem of fragmentation

in SDM networks. We introduced two new algorithms to

proactively avoid fragmentation in dynamic scenarios.

FACP-RMCSA and FA-RMCSA algorithms improve sig-

nificantly the amount of provisioned bandwidth. The FACP-

RMCSA algorithm starts blocking only after 300 erlangs,

while the other algorithms start blocking under much lower

loads. This is due to the way it handles fragmentation and

the impact that the fragmentation has on the BBR. Under all

loads, the FA-RMCSA and FACP-RMCSA algorithms are able

to achieve significant lower BBR compared to the FCFF and

PT algorithms. The FACP-RMCSA algorithm produces BBR

three orders of magnitude lower than those produced by the

FCFF and PT algorithms. When comparing FACP-RMCSA

algorithm with the FA-RMCSA algorithm, we can clearly see

the benefits that the core prioritization technique has on the

fragmentation. For the same network fragmentation, FACP-

RMCSA algorithm can produce a BBR much lower than that

given by the FA-RMCSA algorithm, demonstrating a clear

advantage of our core prioritization method.
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