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AbstrAct

The emerging 5G technology will support high 
data rates with low latency and high levels of 
reliability. To satisfy these requirements, mobile 
operators have deployed enhancements to LTE 
networks in a move toward the development 
of future 5G networks. One of these enhance-
ments is the LTE-broadcasting service. Another 
enhancement is the employment of network 
functions virtualization, which will provide elas-
ticity of resources, scalability, and flexibility. In a 
virtualized LTE-broadcasting network, the main 
components of the LTE-broadcasting service will 
be implemented as VNFs. This article introduc-
es a scheme to determine the number of redun-
dant VNF components necessary to satisfy the 
reliability requirements of broadcasting services in 
5G networks. A series-parallel redundant model 
determines the optimum number of virtual com-
ponents instantiated to achieve a required ser-
vice reliability level. The model is compared to a 
parallel-series one and shown to achieve greater 
effectiveness, achieving five nines reliability and  
promoting low end-to-end delay.

IntroductIon
Telcos have witnessed an astonishing increase in 
mobile data traffic, and, as a consequence, there 
has been an explosion in control signaling traffic 
in mobile networks. This has caused great stress 
on the infrastructure and can potentially compro-
mise the provisioning of network services. The 
challenges involved are triggered not only by a 
rise in the number of mobile users to some 63 
percent of the world’s population [1] but also by 
the emergence of new patterns of communica-
tion, such as machine-to-machine communication 
and the Internet of Things (IoT). These emerging 
trends are accompanied by a boom in a variety 
of services and applications such as augmented 
reality, live streaming, online gaming, and mobile 
social networks. These services and applications 
involve strict levels of requirements such as low 
latency, high transmission rates, and high levels of 
reliability.

The evolution of the technology proposed 
by the Third Generation Partnership Project 
(3GPP), from second generation (2G) to 4G and 
now to the emerging 5G is an attempt to meet 
these challenges. 5G networks should provide 
intelligent mechanisms to deliver services close 
to the end user in densely populated areas. Such 

mechanisms should perform in real time and in a 
cost-effective way. Moreover, 5G will employ a 
heterogeneous architecture access network com-
posed of small cells and macrocells connected to 
the core network through wired/wireless links [2]. 

Moreover, 5G networks must support high 
data rates, with very low latency (below 1 ms) and 
high reliability levels (the reliabilities of five nines; 
99.999 percent). To satisfy such requirements, 
mobile operators have deployed enhancements 
to their Long Term Evolution (LTE) networks for 
the future deployment of 5G networks. One of 
these enhancements is the LTE-broadcasting ser-
vice as reported in 3GPP Release-12 [3]. The evo-
lution of broadcasting services has opened new 
opportunities for operators, and content provid-
ers to create innovative services and augmented 
broadcasting services. For instance, vehicle-to-any-
thing applications will benefit from latency reduc-
tion as a consequence of the employment of 
several broadcasting areas. Another example is 
the efficient distribution of software and security 
updates to millions of connected end devices in 
IoT. Moreover, broadcasting service can support 
the coordination of remote radio heads and 5G 
points of attachment in 5G-crosshaul integrated 
fronthaul/backhaul transport networks.

A key technology for a 5G heterogeneous net-
work is network virtualization. 5G networks will 
capitalize on both software-defined networking 
(SDN) and network functions virtualization (NFV) 
technologies. In a virtualized LTE-broadcasting 
network aiming at 5G, the main components of 
the LTE-broadcasting service will be implemented 
as virtualized network functions (VNFs), enhanced 
with both network-aware and content-aware 
adaptation capabilities, allowing a dynamic flow 
adaptation scheme driven by variation in chan-
nel conditions. The VNFs will run on commercial 
off-the-shelf (COTS) equipment in already exist-
ing data centers and network nodes and even 
at end-user premises. Moreover, the virtualized 
LTE-broadcasting network must be agile and scal-
able.

Mobile network operators (MNOs) need a reli-
able low-cost virtualized LTE-broadcasting service 
that can increase the coverage of radio access 
networks wherever and whenever needed. How-
ever, general-purpose hardware components can 
fail, and there is a strong need to rapidly replace 
a faulty component with minimal management 
effort.

This article shows a way to determine the 
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number of redundant VNF components nec-
essary to satisfy the reliability requirements of 
broadcasting services in 5G networks. The model 
determines the optimum number of virtual com-
ponents instantiated to achieve a required level 
of reliability. Optimum redundant VNF provision-
ing depends on several factors such as individual 
component reliability, capacity of hosting servers, 
and the number of hosted services.

The proposed reliability scheme is based on 
the solution of a redundancy allocation problem 
[4, 5] and employs a series-parallel redundan-
cy model to determine the optimum number of 
VNFs to be instantiated. Moreover, the trade-off 
between deploying a series-parallel redundan-
cy model and a parallel-series redundancy one 
in 5G networks is evaluated. It is shown that 
the proposed series-parallel scheme is capable 
of providing the requested reliability level with 
fewer redundant instantiated VNFs than a paral-
lel-series redundancy scheme, while simultane-
ously promoting low end-to-end service delays. 
The series-parallel model provides MNOs with 
the opportunity to design a reliable network by 
dynamically scaling up or down network elements 
as a function of end-to-end broadcasting service 
outages.

Our approach differs from those in [6–9] since 
it employs a series-parallel redundancy allocation. 
Unlike existing approaches, we take into account 
the resilience of an LTE-broadcasting service as a 
key performance metric in 5G networks, as well 
as considering the end-to-end delay of the service.

The rest of this article is organized as follows. 
The following section presents 5G broadcasting 
service based on LTE-broadcasting. Then we dis-
cuss the challenges of virtualization and resilience 
mechanisms in NFV networks. Following that, 
we introduce the proposed series-parallel model 
and present an alternative parallel-series model. 
Then we assess the effectiveness of the proposed 
model and compare it with that of the alterna-
tive model. The final section presents concluding 
remarks.

5G broAdcAstInG bAsed on 
Lte-broAdcAstInG servIce

The LTE-broadcasting service (Fig. 1), also known 
as evolved multimedia broadcast multicast service 
(eMBMS), was designed to broadcast multimedia 
content to multiple devices in an LTE network. 
The LTE-broadcasting service allows mobile oper-
ators to send a single stream of data to a large 
number of end users with both fixed and mobile 
devices in a specific area.

The LTE-broadcasting service can be activat-
ed for small or large areas, whether a city center 
or an entire region. It provides enhanced perfor-
mance of high throughput and excellent coverage 
[10].

This service introduces three main components 
into the LTE architecture: the broadcast multicast 
service center (BM-SC), the multimedia broadcast 
multicast services gateway (MBMS-GW) compo-
nents, and the multi-cell/multicast coordination 
entity (MCE).

The BM- SC, located at the evolved packet 
core (EPC), serves as an entry point to content 
providers to inject multimedia content into the 

LTE network. It also schedules and delivers MBMS 
transmissions. The MBMS-GW distributes IP mul-
ticast packets to all evolved Node Bs (eNBs) that 
are part of the eMBMS service. It performs MBMS 
session control signaling (session start/stop) to 
the evolved Universal Mobile Telecommunica-
tions System radio access network (E-UTRAN) 
using the Sm interface with the mobility manage-
ment entity (MME), which coordinates signaling 
in MBMS sessions (session start/update/stop), 
delivers MBMS information to the MCE, includ-
ing information on quality of service (QoS), using 
the M3 interface. The MCE component manages 
the radio resources for MBMS to all radios that 
are part of the MBMS single-frequency network 
MBSFN service area. It coordinates the transmis-
sion of synchronized signals from different cells 
(eNBs) using the M2 interface. The eNBs gath-
er information about starting and stopping of a 
session to be transmitted to mobile devices (user 
equipment, UE). The MBSFN area consists of a 
group of synchronized radio cells, seen as a single 
transmission by a mobile device.

The deployment of LTE-broadcasting services 
in the evolution toward 5G-broadcasting demands 
different protocols and transmission mechanisms 
to support dynamic adaptation service continuity 
and 5G requirements. Next, we explain some of 
these requirements:
• 5G broadcasting must support MBMS opera-

tion on demand so that the eMBMS can be 
switched on and off in congested areas.

• Multiple routes to the BM-SC should also be 
available to allow alternative paths from the 
content server to the users.

• Network nodes and enhanced switches at 
local VLAN aggregation points need to sup-
port multicast IP address ranges.

• Multicast listener discovery capability should 
be available to reduce signaling load and to 
avoid unnecessary multicast duplication.

• A variety of modulation and coding schemes 
have to be supported. Based on cell statis-
tics and individual channel state information 
reports, a 5G broadcasting service should 

Figure 1. LTE-broadcast NFV-based network.
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apply the most suitable modulation and cod-
ing scheme for each end-user device.

• Adaptation of media flows can be supported 
by employing dynamic adaptive streaming 
over HTTP and scalable video coding fea-
tures. The latter may require the instantia-
tion or reallocation of redundant VNFs. The 
dynamic adaptation of media flows is fun-
damental to achieve low latency and highly 
reliable services.

• Application layer forward error correction 
must be supported to improve the reliabil-
ity of reception of stream data, as this will 
allow MBMS end-user devices to recover 
lost packets [3].
The NFV technology enhances 5G mobile 

networks with flexibility and agility by allowing 
dynamic scaling of resources using virtualization 
of network functions. In 5G broadcasting NFV-
based networks, VNFs are instantiated on demand 
at various network points of presence. Virtualized 
eMBMS components (e.g., vBM-SC, vMBMS-GW, 
vMME, vMCE) can be located at small cell gate-
ways to function as aggregation points to support 
a larger number of applications.

The virtualized components should support 
session continuity. Virtualized MBMS-GWs should 
be deployed in small cells connected to the EPC, 
with the aim of avoiding inter-MME handovers so 
that MMEs will not be overloaded with signaling 
traffic, even in a dense network. The VNFs need 
to be empowered with traffic offloading capa-
bility, for example, the 3GPP standard Selected 
Internet IP Traffic Offload [11], which allows the 
transport of IP packets in GTP-U tunnels, bypass-
ing the EPC, thus reducing the end-to-end delay.

A 5G-broadcasting NFV-based network facili-
tates innovation by allowing the creation of new 
types of services. It allows leveraging machine-
to-machine services, as well as on-demand firm-
ware update of IoT devices, and priority and 
mission-critical push-to-talk and push-to-video 
wireless services. LTE-broadcasting service should 
move seamlessly to a 5G broadcasting network, 
and for that purpose, the employment of NFV 
will play a key role in deploying new broadcasting 
services. These emerging services must comply 
with requirements such as “five nine” reliability 
and low latency.

Virtualized radio access networks (RANs) 
introduce potential points of failure, and this can 
impact the reliability of end-to-end services. This 
virtualization calls for the adoption of protective 
schemes to increase the reliability of broadcasting 
service components.

resILIence MechAnIsMs In nFv
This section summarizes the main points of resil-
ience provisioning in NFV networks.  Resilience is 
the capacity of the network to provide an accept-
able quality of service in the face of problems 
that might compromise its normal operations. 
Resilience includes both reliability and securi-
ty. Security refers to the freedom of a network 
from unauthorized access or change, destruction, 
and loss. Reliability refers to the ability to per-
form according to the specifications. A probabil-
ity value, called the reliability level, is associated 
with the chances of maintaining this capability. 
Although security is one of the main aspects of 
resilience, this article addresses only the aspects 
of reliability.

In a virtualized LTE-broadcasting network, 
a VNF implements a broadcasting component 
function (MME, MBMS-GW, BM-SC, MCE) on 
virtual machines (VMs). The employment of NFV 
enhances resilience in mobile networks as a con-
sequence of the elasticity of this deployment 
upon the occurrence of a failure. The probability 
of a VNF failure depends on the implementation, 
that is, failures may occur at the hypervisor level, 
where service functions are installed (Fig. 2a). 
When one or more VNFs share the same physi-
cal host, a misconfiguration of resource isolation 
can negatively impact the performance of one 
VNF in relation to another (Fig. 2b). Moreover, 
when VNF components are instantiated on mul-
tiple physical or virtual resources (Fig. 2c), a VNF 
failure can occur as a consequence of a failure 
either of the underlying hardware or along the 
communication path [8].

Reliability calls for a set of mechanisms to 
counteract the failure of VNFs and to minimize 
the impact of service outages. These mechanisms 
include network function migration, failure detec-
tion and reporting, active and proactive actions 
upon failures, and session/state management 
control [13]. Such mechanisms can avoid traffic 
overload and the creation of network bottlenecks, 
which can lead to network and service unavailabil-
ity. The automated deployment of mechanisms to 
recover from a failure of components should con-
sider service continuity, service function chaining, 
and topology transparency.

Service continuity means that the services 
offered should not be impacted by VNF scaling 
or reallocation. Service continuity in NFV is pos-
sible due to the portability of the VNFs, which 
enables VNF migration triggered by failure events. 
Monitoring network services are thus essential 
in real time to automatically guarantee service 
continuity.

A state database component that maintains 
VNF state information should be hosted on sep-
arate VNFs so that when a VNF component fails, 
the session’s state information is maintained and 
mapped to an available redundant VNF. The split-
ting of VNFs into independent logical components 
contributes to dynamic scaling (Fig. 3a). Proactive 
VNF failure restoration can also be ensured by 
using heartbeat messages to monitor the activity 
of the VNF components [14].

Service function chaining (SFC) defines that 
network flows and packets should traverse an 
ordered set of service functions, with ordering 

Figure 2. Deployment options for VNFs: a) VNF installed on a dedicated VM 
provided by the hypervisor; b) multiple VNFs hosted on the same physical 
host; c) multiple VNF components deployed in separate VMs on the same 
physical host or on a different physical host allocated in the cloud [12].
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constraints forming a logical chain of functions, 
called service graphs. The design of resilient SFC 
should be enabled by on-demand policy changes 
and path selection. To deal with a compromised 
VNF in a service graph, a different chain can be 
chosen to host the function without compromis-
ing the support of QoS requirements.

Figure 3b illustrates a scenario of a vMBMS-
GW failure upon the reception of a session 
update request from the content provider. 
The vBM-SC detects a vMBMS-GW failure and 
selects an alternative vMBMS-GW for the start of 
an MBMS session. This scenario illustrates how 
resilience can be provided in SFCs in order to 
prevent long outages after a service function 
is compromised. An SFC controller that imple-
ments rules for steering flows is used to monitor 
the health of each service function forwarder 
(SFF), which determines the destination service 
function. Upon the compromise of a compo-
nent, the SFC controller issues a command to 
change the path by introducing another com-
ponent.

The network topology should be abstracted 
to the application for the sake of transparency. 
MNOs can have an NFV infrastructure distrib-
uted over multiple geographical locations, but 
organized as a logically connected topology 
enabled with functions capable of managing 
the entire network, as well as the allocation of 
resources without any restriction on the under-
lying network topology (Fig. 3c). Redundancy 
should be supported across different data cen-
ters, enabling multi-site VNF replication. The 
platform should be able to place VNFs in a topo-
logically independent multi-cloud environment 
while observing the requirements of the appli-
cations. These constraints should be described 
using policy-driven redundancy or a VNF descrip-
tor, which provides information related to a VNF 
component.

serIes-PArALLeL redundAncy ModeL
This section introduces a redundancy model for 
broadcasting service in NFV networks. A system 
(e.g., a network) is a set of components arranged 
in a specific design in order to achieve certain 
functionality meeting target performance and reli-
ability requirements. The types of components 
and their quantity and quality as well as the man-
ner in which they are arranged within the system 
have a direct effect on the system’s reliability. In 
a series configuration, components are arranged 
one after the other, and a failure of any one of 
them leads to the failure of the system. A parallel 
configuration provides more than one path for a 
sequence of components. In such a parallel con-
figuration, only one of the units must succeed for 
the system to function. Redundancy is achieved 
by providing alternative paths in the case of the 
failure of a component. Adding redundancy is 
one of the most common methods for improving 
system reliability. A redundancy allocation prob-
lem attempts to achieve a specified reliability level 
for a system by introducing parallel components 
or arrangements of a component.

In an NFV network, each component of an 
end-to-end service represents a potential point 
of failure. MNOs must consider both the physi-
cal components (storage, network, computing) 

and virtual ones (VNF, virtual links) involved in the 
delivery of an end-to-end service chain. VNFs are 
linked to each other by virtual links, thus forming 
an overlay (logical) network placed on the NFV 
infrastructure. This consists of an abstract virtu-
alization layer hosted on hardware resources in 
different locations. Each available VNF compo-
nent has a different level of reliability and process-
ing delay. A reliable architecture design needs 
to address the dependencies among all of these 
components.

Figure 4 illustrates the procedure used to 
decide on a redundancy scheme. First, the 
requirements of broadcasting service are ana-
lyzed. These requirements can include timeliness 
and minimum bandwidth, among others. For 
instance, the time required to broadcast video 
streaming is considerably less than that required 
to update a set of mirrored servers. Next, an esti-
mation is made of the number of redundant com-

Figure 3. Example of the deployment of VNFs to provide resilience in an 
LTE-broadcasting service: a) service continuity with stateful VNF resilience; 
b) service resilience enabled by service function chain; c) service resilience 
provided by transparent topology with resources allocated in a multi-cloud 
environment in a geo-distributed location.
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ponents available and their characteristics, such 
as processing delay. These two sources of input 
are provided to a module that solves a reliability 
redundancy allocation problem [15] to decide 
which scheme to adopt: a series-parallel one (Fig. 
4a) or a parallel-series one (Fig. 4b), or possibly a 
combination of the two models.

The solution to the reliability redundancy 
allocation problem determines the number of 
required redundant VNF components in each sub-
system as a function of the reliability requirements 
of the service, for example, the optimal number 
of vMCEs needed to manage radio resource in a 
specific MBSFN service area.

In Fig. 4, redundant VNFs are displayed in 
different modes: hot, warm, or cold. In the hot 
standby mode, a VNF should work in synchro-
nization with the primary operational VNF and 
must be ready to replace a compromised prima-
ry VNF. Hot standby VNFs are subject to failure, 
with the probability of failure independent of the 
failure of the operational VNFs. In the cold stand-
by mode, the VNFs are inactive, so they cannot 
fail until they are launched into the operational 
state to replace a compromised or failed VNF. In 
the warm standby mode, the VNFs are active but 
operate with a minimum number of tasks, con-
suming less processing power and memory than 
do those in the hot standby mode. VNFs in warm 
mode are also prone to failure, as they are in hot 
standby mode, although the probability of failure 
is lower than that in hot mode, since they are not 
fully loaded.

Figure 4a shows an example of a series-parallel 
system focusing on the VNF components (VNFs 
implementing a specific component function, e.g,, 
BM-SC, MME, MBMS-GW, or MCE), organized as 
n parallel subsystems in a series. Each subsystem 
contains redundant VNFs in parallel, and each 
VNF has an independent probability of failure as 
well as processing delay. The system becomes 
unresponsive with the failure of any one of the 
subsystems, and a subsystem fails when all of its 
constituent redundant VNFs fail. Each subsystem 

represents an individual resource pool of a spe-
cific LTE-broadcasting component function, for 
example, a pool of vMME, vBM-SC, vMBMS-GW, 
and vMCE.

The series-parallel redundancy model allows 
the design of a reliable network by scaling up 
or down VNF components upon the occurrence 
of failure of a component, thus providing high 
levels of reliability with self-healing capabilities. 
Moreover, the proposed model can decrease 
the time required to react to failures in decen-
tralized and virtualized LTE-broadcasting net-
works by locating virtualized components 
(vMBMS-GW, vMME, vMCE, and vBM-SC) clos-
er to the end user.

Along with the above mentioned reliabili-
ty model, deploying NFV in 5G mobile, MNOs 
should employ tools to measure the network state 
and control the network risk of failure, acting pro-
actively and mitigating the spread of vulnerability.

In order to assess the effectiveness of the pro-
posed series-parallel redundancy model, it was 
compared to a counterpart model with parallel-se-
ries redundancy. In the latter, an entire end-to-end 
service is replicated in parallel, and the end-to-
end service becomes unresponsive if a single VNF 
component fails in any part of a redundant sys-
tem. Figure 4b depicts an example of a parallel-se-
ries model.

In a parallel-series model formulated with 
redundant standby systems, each system consists 
of VNF components in a series, forming a service 
function chain. The sharing of VNF components 
is unlikely to be used for the support of different 
broadcasting services (e.g., mission-critical push-
to-talk voice over LTE and on-demand firmware 
update services for IoT devices) in a parallel-series 
redundancy model since a compromised shared 
VNF component impacts the provision of the dif-
ferent services.

An NFV architecture based on multiple sites 
introduces geographically distributed resources in 
multiple locations, but it increases the complexi-
ty required to manage the service when reliabil-

Figure 4. Reliability models with redundant VNF components for NFV deployment: a) Series-parallel; b) 
Parallel-series.
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ity is provided by a parallel-series model. More 
elaborate management is needed, and the time 
necessary to detect and recover from failures can 
increase significantly, which can potentially com-
promise the reliability of the service.

PerForMAnce evALuAtIon
When designing a redundant system, MNOs need 
to optimize the number of redundant VNFs to 
achieve high levels of reliability considering the 
processing delay of the VNFs. The problem is 
formulated as a reliability redundancy allocation 
problem, and it minimizes the total processing 
delay of the VNFs instantiated. By minimizing the 
total delay, an attempt is made to obtain a min-
imum number of VNFs and end-to-end service 
delays. Alternatively, one could solve a bi-crite-
ria optimization problem to minimize both end-
to-end delay and the number of VNFs, but such 
formulation would considerably increase the com-
plexity of the solution of the problem. The prob-
lem involves a nonlinear optimization, and was 
solved by employing a particle swarm optimiza-
tion algorithm.

In the evaluation, different levels of reliability 
were used to characterize the reliability of each 
type of VNF component. The component reliabil-
ity levels were assumed to be in the interval {99.9 
percent; 99.99 percent}. A high-reliability level 
for the service was ensured by requiring a “five-
nines” reliability. All components were considered 
to be in the hot mode. The processing delay of 
the VNFs was randomly drawn from a uniform 
distribution [0; 1.0] ms. The service function chain 
for the broadcasting service was composed of 
four components (vMCE, vBMSC, vMBMS-GW, 
and vMME). Combinations of the reliability level 
of each component and their processing delay 
were generated randomly. Results were obtained 
using an independent replication method with 95 
percent confidence intervals.

Figure 5a shows the number of redundant 
VNFs instantiated in both series-parallel and par-
allel-series redundancy schemes for a k redun-
dant system. Results show that the series-parallel 
scheme requires fewer components than does the 
parallel-series one. The difference is at least twice 
as much for k = 9, and it increases as the degree 

of redundancy increases, being seven times great-
er for k = 24. This is due to the fact that in the 
parallel-series redundancy scheme, the failure of 
a single VNF component can cause the failure of 
the entire end-to-end broadcasting service pro-
vided.

The parallel-series scheme ends up with more 
VNF components than does the series-parallel 
scheme, as it is unable to provide redundancy 
on a component basis. For instance, to avoid 
a bottleneck or prevent failure on a control 
plane component (e.g, vMME) the series-paral-
lel scheme might provide a redundant vMME, 
while in the parallel-series scheme, the entire 
service function chain of the broadcasting ser-
vice needs to be instantiated as a redundant 
path. The scalability provided by the two mod-
els directly impacts the end-to-end service 
delay. Results indicate that the use of a paral-
lel-series system is not to be recommended for 
a 5G broadcasting network due to the high cost 
of maintaining the strict reliability requirements 
of that technology.

Figure 5b compares the end-to-end delay ser-
vice produced by both redundancy models. This 
delay is the delay resulting from using redundant 
components in case of failure to establish the end-
to-end path. The parallel-series system leads to 
end-to-end delays on the order of one magnitude 
greater than does the series-parallel one, being 
much greater than the delay requirements of 5G 
networks. This happens because the demanded 
number of components is much higher for the 
parallel-series model, which increases the chances 
that components with a high processing delay will 
be used, especially in heterogeneous networks 
when the delay resulting from different compo-
nents is quite heterogeneous.

In summary, we point out that the series-paral-
lel redundancy model efficiently supports broad-
casting in a 5G NFV-based mobile network. 
The scalability and flexibility provided by the 
series-parallel redundancy model yield a reason-
able number of instantiated VNF components but 
produces low end-to-end delays. This model gives 
MNOs the opportunity to increase the resilience 
of broadcasting services by using redundant com-
ponents in hot standby mode.

Figure 5. Comparison of the two redundancy models: a) the number of redundant VNFs instantiated in 
series-parallel and parallel-series models; b) the end-to-end delay service in series-parallel and paral-
lel-series models.
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concLusIon

Emergent broadcasting services call for mecha-
nisms to support the resilience requirements of 5G 
networks, as this is critical for service providers. 
In the present article, the challenges of providing 
broadcasting service in 5G NFV-based networks 
are discussed. This article proposes a series-par-
allel redundant model to provide resilience in 
5G broadcasting services. The employment of a 
series-parallel model is compared with that of a 
parallel-series model, and the superiority of the 
former in minimizing the number of components 
demanded and limiting end-to-end delays is shown. 
A series-parallel model is thus recommended for 
the provision of reliability for broadcasting services 
since a parallel-series one is more expensive and 
leads to unacceptable end-to-end service delays.
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