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Abstract—Network virtualization facilitates the deployment of
new protocols and applications without the need to change the
core of the network. One key step in instantiating virtual networks
(VNs) is the allocation of physical resources to virtual elements
(routers and links), which can be then targeted for the minimiza-
tion of energy consumption. However, such mappings need to sup-
port the quality-of-service requirements of applications. Indeed,
the search for an optimal solution for the VN mapping problem
is NP-hard, and approximated algorithms must be developed for
its solution. The dynamic allocation and deallocation of VNs on a
network substrate can compromise the optimality of a mapping
designed to minimize energy consumption, since such allocation
and deallocation can lead to the underutilization of the network
substrate. To mitigate such negative effects, techniques such as
live migration can be employed to rearrange already mapped VNs
in order to improve network utilization, thus minimizing energy
consumption. This paper introduces a set of new algorithms for
the mapping of VNs on network substrates designed to reduce
network energy consumption. Moreover, two new algorithms for
the migration of virtual routers and links are proposed with
simulation showing the efficacy of the algorithms.

Index Terms—Cloud, green networks, next-generation network-
ing, virtualization, virtual network mapping.

I. INTRODUCTION

THE minimalist approach and the independence of specific
network technologies at the link layer have enabled the

global spread of the Internet, with the core of the Internet
designed essentially to the forwarding of packets. However, as
a consequence of such minimalism, various attempts have been
made to provide missing features in its original design.

Network virtualization has been proposed to overcome these
limitations. It allows the definition of virtual networks (VNs)
composed of virtual routers and links; these are then hosted by
routers and links in real networks, which are called “network
substrates.” Network virtualization allows the coexistence of
different protocol stacks and architectures on the same sub-
strate, without the need for modifying the physical network.
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Moreover, it imposes no restrictions on these protocols and
architectures.

One of the main issues in network virtualization is the
efficient mapping of VNs onto the substrate network [1], [2].
This mapping determines the allocation of routers and links
of a VN onto the routers and links of the substrate network.
However, the search for the optimal mapping of VNs is an
NP-hard problem [3].

One of the problems faced by telecommunication companies
and Internet Service Providers (ISPs) in recent years is an
increase in energy consumption due to the growing spread of
broadband access and the expansion of services offered [4].
According to Bolla et al. [5], [6], the increase in the volume of
network traffic follows Moore’s law, doubling every 18 months,
whereas the improvement of energy efficiency in silicon tech-
nologies follows Dennard’s law, increasing only by a factor of
1.65 every 18 months. There is, thus, a constant increase in power
consumption in communication networks, a consumption cor-
responding to 2%–10% of the power consumed in the world
today, and this is expected to increase in the coming years.

Advances in hardware have allowed the design of energy-
efficient network devices by the adoption of “power on de-
mand” operation [7]–[9]. Techniques employed on the physical
layer have made transmission more energy efficient, but future
advances in energy-aware networking are expected to take place
at the architectural level. In this context, network virtualization
plays a key role, since it can use physical devices in a more
efficient way, thus reducing the need for the acquisition of
new devices.

This paper addresses the issue of energy savings in VN
mapping. It introduces an algorithm based on integer linear
programming and an algorithm based on the decomposition
of the original model to reduce the computational demand re-
quired to find a solution to the problem, a decomposition made
possible for networks with over 400 routers. Moreover, this
paper introduces two algorithms to guide live migration of VNs
for the reestablishment of minimum energy consumption after
the termination of a VN and the consequent change in the state
of network. One unique characteristic of the algorithm proposed
is the consideration of various assumptions not considered in
previous papers to make the modeling of the problem more
realistic. Numerical examples evaluate the tradeoff between
energy consumption and bandwidth consumption. Results show
that the proposed algorithm promotes substantial energy sav-
ing, yet supports the quality-of-service (QoS) requirements of
VNs. This paper revises the mathematical formulation and the
associated numerical results presented in [10] and [11] and
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expands the performance evaluation of the proposed algorithms
by validating them in larger network substrates.

This paper is organized as follows. Section II describes re-
lated work and situates the contribution of this paper in relation
to a previously published paper. Section III introduces the en-
ergy consumption model used in this paper. Section IV presents
the mathematical formulation of the mapping problem, whereas
Section V presents the proposed algorithms. Section VI shows
the performance evaluation of the proposed algorithm, and
Section VII concludes this paper.

II. RELATED WORK

The seminal work in [12] discussed the energy consumption
in networks, and it is based on various investigations reported
in the literature. This work stated that the energy consumption
on the Internet must indeed be taken into consideration, and it
explored the possibility of putting devices to sleep to promote
energy savings.

The idea of using virtualization as a technique for the reduc-
tion of energy consumption was highlighted in [13] as one of
the strategies of green networking. This paper also provided a
categorization of green networking strategies.

In [14], there was an extensive data collection of power
consumption elements in IP over wavelength division multi-
plexing (WDM) networks, such as the power consumption of
the chassis, line cards, and the processor of the routers, which
were used as data for this paper.

A mixed-integer linear programming (MILP) model for the
design of energy-efficient WDM networks was introduced in
[15], and two heuristics were developed to attempt to minimize
the number of physical components used in the network, as well
as their power consumption. It considered an array of physical
elements, as well as traffic aggregation. The power consump-
tion value of line cards was computed, as was the consumption
of a chassis distributed over the number of line cards, and
this has been used to calculate the power consumption of the
physical links in this paper. The work in [15] considered the
energy consumed by the ports of an IP router as a measure of
the total energy consumption of a router. This differs from the
approach used in this paper, since the power consumption of the
physical router in this paper has been broken down into several
components.

The research in [16] considered a wide area network and
evaluated the possibility of turning off elements without violat-
ing QoS requirement constraints. It considered that the energy
consumption of the physical links is much lower than that of
the nodes. VNs, however, are not considered.

The work in [2], by the same authors of this paper, ap-
proaches the VN mapping problem in detail, surveying an
extensive collection of virtual networking technologies and al-
gorithms, and proposing several algorithms. The work reported
considered a variety of parameters and has been used as the
basis for this paper.

The work in [17] also introduced a solution for the VN
mapping problem. The objective was to allocate a set of VN
requests to a reduced group of physical network equipment, and
a mixed-integer program was proposed as a solution. Results

showed that it is possible to reduce the energy consumption
(up to 35% of the node consumption and 25% of the bandwidth
consumption), but the parameters considered in this paper, such
as locality constraint, memory, and operating system images,
were ignored. The scenarios in [17] involved much smaller
networks, with 15 physical nodes and VN requests of only five
virtual nodes, than those considered here.

The work in [18] extended the VN mapping algorithm
for increasing energy efficiency that was presented in [17].
Variation of the problem includes selection criteria, which al-
lows several virtual nodes to be mapped onto the same substrate
node. The VN scenarios explored used the Waxman topology
algorithm [19], whereas in this paper, actual power consump-
tion values of actual devices are used [14], [20], [21]. Moreover,
this paper utilizes the generally preferred Barabasi–Albert 2
topology generator [22].

Moreover, no constraints on the alignment of virtual topolo-
gies with physical topologies are assumed here, and it is
possible that the topology of physical routers and links allo-
cated to a VN be the same as that of the requested VN, but this
happens only if that topology is the one that minimizes band-
width allocation. Moreover, such an alignment is not necessary
to guarantee the QoS requirements of applications, which are
indeed assured by the constraints of the mapping problem.

The work presented in [23] was one of the first to introduce
the concept of migration of operating systems under “live con-
straints,” known as live migration. This made a clear distinction
between hardware and software and facilitates fault manage-
ment, load balancing, and low-level system maintenance. The
work in [24] used Xen for virtual machines migration when
machines are far apart. Such migration can be usually achieved
within a downtime of 1–2 s. The paper showed that some
of the transfer time involved in live migration across large
geographical distances is often negligible. The work in [25]
also modeled the transfer of virtual machines and proposed an
algorithm to reduce the downtime. It made clear that the present
proposal for live migration is realistic.

The authors in [26] used a specific application to quan-
tify the effect of live migration on the Internet. Their work
also indicated advantages of live migration, such as improved
manageability, performance, and fault tolerance. The authors
suggested the adoption of load balancing criterion to migrate
the workload of a server.

The work in [27] compared live migration approaches based
on Xen and OpenFlow. It showed that live migration can be
employed as a green networking strategy. However, no concrete
proposal to reduce the energy consumption was presented. This
paper introduced algorithms that can be employed for live
migration as a green networking strategy.

The work in [28] explored the impact of live migration in
data centers. Assumptions were made to reduce the energy
consumption during migration; however, the work did not in-
troduce any technique for such reduction.

The work in [29] and [30] presented algorithms to reduce
the power consumption in clouds using migration. The solu-
tion in [29], named SERCON, tried to minimize the number
of migrations, whereas that in [30] presented a dynamic
threshold-based scheme, which rearranges virtual machines
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depending on their utilization. Both showed that migrations can
reduce energy consumption in networks, although the work was
focused on data centers.

The work in [31] proposed an optimization model for re-
ducing the energy consumption of VN provisioning, which
considers both communication and processing power consump-
tion in cloud-based data centers. The authors considered both
workload-independent and workload-dependent power con-
sumption and introduced a heuristic for VN provisioning to
reduce energy consumption while complying with service level
agreements. They showed that packing VNs into a minimum
set of physical links and nodes can lead to hotspots in the
cloud infrastructure, which, in turn, results in large blocking
of VN request. They suggested that a tradeoff between energy
consumption and blocking should be considered.

The work in [32] proposed a trade-off between maximizing
the number of VNs that can be accommodated by an ISP and
minimizing the energy costs of the whole system. The authors
pointed out that one of the challenges is the quantification of the
cost of the energy for complex physical network infrastructure
of an ISP, specifically to the joint consideration of the price of
electricity and the consumption of energy. They used a discrete-
time model to characterize the dynamics of price changes and
distinguished nodes in the infrastructure as host nodes and
router nodes. Heuristics based on particle swarm were proposed
and were shown to produce solutions with greater reduction in
energy consumption than do other proposals in the literature.

The work in [33] showed that power savings are generally
attained at the expense of increased propagation delays. The
authors proposed delay- and power-minimized provisioning to
minimize propagation delay, maximize the power savings in IP
over WDM networks, and minimize the power consumption
overhead in data centers. Simulation results showed that the
proposal achieved low delays and low power provisioning in
an environment dominated by cloud services.

The work in [34] proposed a holistic approach for a large-
scale cloud system in which the cloud services are provisioned
by several data centers interconnected over a backbone net-
work. The authors proposed an MILP formulation for virtual
machine placement that aims to minimize both power con-
sumption of the virtualized backbone network and resource
usage in data centers. Since the MILP formulation required
long-running computations, the problem was partitioned into
two subproblems, namely, intra and inter data centers virtual
machine placement. Moreover, a heuristic was proposed to
reduce the computational time during reconfiguration of the
virtualized backbone topology.

The work in [35] proposed an energy-efficient VN embed-
ding approach for cloud computing networks, in which power
savings are introduced by consolidating network resources and
data center resources. Energy consumption of an IP over WDM
network was modeled using an MILP to reduce the power
consumption by reducing the number of activated nodes and
links. Results showed that the model achieved a maximum
power saving of 60% of that of other approaches in the lit-
erature. The authors also proposed a heuristic for real-time
energy optimization. Furthermore, they studied the impact of
delay and node location constraints on the energy efficiency of

TABLE I
COMPARISON BETWEEN MAPPING ALGORITHMS

VN embedding and showed how such embedding can impact
the design of optimally located data centers for minimal power
consumption in cloud networks. An additional contribution is
the emphasis that power savings and spectral efficiency can
be obtained by VN embedding in optical orthogonal-division
multiplexing networks.

Table I compares the solutions of the aforementioned papers
with the one in this paper, which is unique, since it considers
sets of images with different sizes, different times required to
instantiate virtual routers, different locations of repositories in
which the operating system images are stored, and different
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sizes of the available memory of the physical routers, as well as
a general reduction in energy consumption and live migration
strategies to further minimize the energy consumption. This
work thus provides a significant advance in the mapping of
green VN onto substrate networks, since it provides a more
realistic assessment of operational networks.

III. ENERGY CONSUMPTION MODEL

The evaluation of the approaches for mapping VNs onto
physical substrates requires a realistic power consumption
model, which breaks the power consumption of the physical
elements down into the components related to the physical
router and those of the physical links.

A. Physical Router

The power consumption of a router consists of both traffic-
dependent and traffic-independent components. The traffic-
independent component typically represents around 90% of
power consumption of the router. Three major components
contribute to this power consumption: the router chassis, the
router processor, and the line cards [14], [20], [21].

Most of this power consumption is accounted for by the
router chassis, since all the components of the router must
be cooled and protected by the chassis. This consumption is
constant. Thus, it is crucial to minimize the number of chassis
to be turned “on” in the network. A chassis should be turned
off only when none of its processors is active. The cost of the
electronic components of the router, such as the motherboard
and its physical memory, are encompassed in the cost of the
chassis as a whole.

Line cards, which are required to connect a physical interface
to the router, consume considerably less power, but this power is
added to that of the other elements. Moreover, since the number
of line cards is determined by the number of physical links in
the network, their power consumption is traffic dependent, with
intensive traffic resulting in a larger number of slots required to
satisfy the bandwidth demands of the network.

Router processors are assumed to be limited to a single
physical processor at a time per slot. Each slot can have cores,
which can potentially be used for the allocation of different
virtual routers in order to satisfy their processing demands.
Regardless of the number of processors that are active at a time,
the chassis remains active.

The incorporation of all three of these components distin-
guishes the present model from other models in the literature,
since a constant value for the energy consumption of the router
is generally attributed.

B. Physical Links

The model proposed in [15] and [38] is employed here for
the determination of the power consumption of the physical
link. In this model, the energy cost of a physical link depends
on the length of that link, given by the number of amplifiers
required along it. A span distance Ps determines that every
Ps kilometers (km), a new amplifier is required to properly

propagate the signal. The following equations give the energy
cost of a physical link:

PL
u,v = P#A

u,v × PCA (1)

P#A
u,v =

⌈
Ju,v
Ps

− 1

⌉
+ 2 (2)

where

1) PL
u,v gives the power consumed by the physical link (u, v);

2) P#A
u,v gives the number along amplifiers of the link (u, v);

3) PCA gives the energy consumption of each amplifier;
4) Ju,v gives the length of the link (u, v).

In this paper, it is assumed that all links have a single fiber,
with two amplifiers added at the endpoints of the link, where
signal amplification is needed.

IV. PROPOSED MODEL

This paper models requests for VN establishment on network
substrates that arrive dynamically. Each request specifies the
topology of the VN, the resources demanded by the VN ele-
ments, and the QoS requirements, which include a bound on
the time permitted for the instantiation of the VNs and location
constraint for that of the nodes of the VN.

The model proposed takes the request for the establishment
of the VN and tries to select which elements of a network
substrate should be allocated for the instantiation of a VN being
requested. The selection criteria aim at minimizing the energy
consumption, while satisfying the requirements of the request.

The model is based on two 0–1 integer linear programming
(ILP) submodels. It differs from that in [2] by the introduction of
the two submodels for the reduction of the computational mem-
ory demand. Table II presents the notation used in the model.

The values of Pchassis, PL, Pcard, and Pcore denote the
power consumption of the chassis, physical link, line cards, and
cores, respectively.

The inclusion of D, K , Ln,m, Em,i, B, G, S, Tn,i, I , and
Rn,i in the model makes it unique and more realistic than the
previous one due to the consideration of such diverse aspects of
real networks. The maximum delay allowed along the network
links (D,K) affects the QoS furnished for applications sensi-
tive to delays, particularly those involving video and audio. The
specific image required by a virtual router should be defined,
and the content of each repository must be known (Rn,i) to de-
termine from which repository the image should be downloaded
(I, Em,i). Locality restrictions and the size of the images must
be known since routers have a limited storage capacity (B,G)
and the size of the image impacts on the download time. More-
over, users may have policy issues that prevent the utilization
of certain physical routers (Ln,m) or can restrict the solution
to employ certain energy-efficient sites. Furthermore, the max-
imum time acceptable for the instantiation of the VN is related
to the urgency of the VNs and service priority (S, D, K , Tn,i).

In the formulations, the following variables define the state
of occupancy of the network substrate.

1) Kn denotes the number of cores allocated in the physical
router n.

2) Ou,v denotes the number of virtual links that use the
physical link u, v.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

RODRIGUEZ et al.: ENERGY-AWARE MAPPING AND LIVE MIGRATION OF VIRTUAL NETWORKS 5

TABLE II
NOTATION USED IN THIS PAPER

The values of Kn and Ou,v are used for the computation of
αn and βu,v , which simplifies the objective function, i.e.,

αn =

⌈
Kn

Kn + 1

⌉
(3)

βu,v =

⌈
Ou,v

Ou,v + 1

⌉
. (4)

The values of αn and βu,v determine whether a router and a
physical link, respectively, are already in use.

The solution of the problem is given by the following binary
variables: Xn,m,i, Yu,v,w, Zu,v,m, Un, and Wu,v .

The mapping of VNs is based on the sequential execution
of two ILPs. The first, i.e., ILP-Green-Mapping, maps the

VNs onto the substrate. The second, i.e., ILP-Green-Image,
determines the path in the substrate used to transfer the images.

ILP-Green-Mapping is formulated as follows:

Minimize

Pchassis
∑
n∈N

(αn + (1 − αn)Un)

+ Pcore
∑
n∈N

∑
m∈M

∑
i∈I

(Xn,m,i × P (m))

+
(
2Pcard

u,v + PL
u,v

) ∑
(u,v)∈F

(βu,v + (1 − βu,v)Wu,v)

subject to∑
n∈N

∑
i∈I

Xn,m,i = 1 (C1)

∀m ∈ M∑
m∈M

∑
i∈I

Xn,m,i ≤ 1 (C2)

∀n ∈ N∑
m∈M

∑
i∈I

P (m)×Xn,m,i ≤ A(n) (C3)

∀n ∈ N
Xn,m,i = 0 (C4)
∀n ∈ N, ∀m ∈ M, ∀ i ∈ I|Ln,m = 0 or Em,i = 0∑
w′∈V

Yu,v,w′ ×Q(w′) ≤ C(w) (C5)

∀w = (u, v) ∈ F∑
u∈N

∑
v∈N

Yu,v,w ×D(u, v) ≤ K(w) (C6)

∀w ∈ V, (u, v) ∈ F∑
m∈M

∑
i∈I

Xn,m,i ×G(i) ≤ B(n) (C7)

∀n ∈ N
Yu,v,w = 0 (C8)
∀u, ∀ v, ∀w ∈ V |(u, v) /∈ F∑
f∈N

Yn,f,w −
∑
f∈N

Yf,n,w =
∑
i∈I

Xn,a,i −
∑
i∈I

Xn,b,i (C9)

∀w = (a, b) ∈ V, ∀n ∈ N
Xn,m,i ≤ Un (C10)
∀n ∈ N, ∀m ∈ M, ∀ i ∈ I

Un ≤
∑
m∈M

∑
i∈I

Xn,m,i (C11)

∀n ∈ N
Yu,v,w ≤ Wu,v (C12)
∀v ∈ V, ∀(u, v) ∈ F

Wu,v ≤
∑
v∈V

Yu,v,w (C13)

∀ (u, v) ∈ F
Xn,m,i ∈ {0, 1} (C14)
∀n ∈ N, ∀m ∈ M, ∀ i ∈ I
Yu,v,w ∈ {0, 1} (C15)
∀u, ∀ v, ∀w ∈ V
Un ∈ {0, 1} (C16)
∀n ∈ N
Wu,v ∈ {0, 1} (C17)
∀u, ∀ v ∈ V.
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The objective function minimizes the power consumed by
the arriving request. Constraint (C1) establishes that a virtual
router be assigned to a single physical router and that a single
image is used to instantiate it. Constraint (C2) limits the number
of virtual routers that can be allocated per request to a single
physical router. Only a single virtual router is allowed to be
allocated in a physical router per request. Constraint (C9)
ensures that the set of physical links that comprise a virtual link
be a valid path. It compares the in-degree and the out-degree of
each physical router n.

Constraints (C3) and (C7) express the limitations of the
physical routers. They ensure that each physical router will
allocate no more than the maximum capacity of cores and
memory, respectively.

Constraint (C4) guarantees that the virtual routers will be in-
stantiated only using images that meet its software requirements
and geographic location.

Constraints (C5) and (C6) express the limitations of the phys-
ical links. Constraint (C5) ensures that the bandwidth available
for each physical link is greater than that required for all of the
virtual links using it. Constraint (C6) establishes that the total
delay in the physical path allocated to a virtual link should not
exceed the delay threshold allowed for that virtual link.

Constraint (C8) guarantees that if (u, v) does not correspond
to a physical link, it will not be used in the mapping.

Constraints (C10) and (C11) express the energy constraints
of the physical routers. Constraint (C10) ensures that no core
can be assigned to a given router without turning on the device
first. Constraint (C11) ensures that if the router is powered on,
then at least one core will be assigned to that router.

Constraints (C12) and (C13) express the energy constraints
of the physical links. Constraint (C12) ensures that a virtual
link can be used on the physical link (u, v) only if the physical
link is powered on. Constraint (C13) ensures that if the link is
powered on, then at least one virtual link will be assigned to
that physical link.

Constraints (C14), (C15), (C16), and (C17) define the do-
mains of the binary variables.

After solving ILP-Green-Mapping, the values of Xn,m,i and
Yu,v,w are used as input for the second model, the ILP-Green-
Image problem.

The ILP-Green-Image problem is formulated as follows:

Minimize
∑
m∈M

∑
u∈N

∑
v∈N |(u,v)∈F

Zu,v,m ×D(u, v)

+
Zu,v,m ×G(i|Xn,m,i = 1)

C(u, v)
subject to∑

m∈M
Zu,v,m = 0 (C18)

∀u, ∀ v|(u, v) /∈ F∑
j∈N

Zu,j,m −
∑
j∈N

Zj,u,m

= Xn,m,i ×Ru,i −Xn,m,i ×
(
1−

⌈
|u− n|

α

⌉)
(C19)

∀m ∈ M, ∀ i ∈ I, ∀n, u ∈ N, α = |N |
Zu,v,m ∈ {0, 1} (C20)
∀u, ∀ v, ∀m ∈ M.

This objective function minimizes the time required to in-
stantiate the VN. The time needed for the instantiation of each
virtual router is the sum of the times required to transfer the
image and to boot the operating system, assuming that two
or more images can be transferred simultaneously through the
same physical link.

Constraint (C18) guarantees that (u, v) will not be used
if it does not belong to the considered substrate. Constraint
(C19) establishes that the set of physical links allocated for
the transfer of an image consists of a valid path in the sub-
strate network. Constraint (C20) defines the domains of the
variables.

V. ALGORITHMS PROPOSED

This section presents the virtual mapping algorithm and the
live migration algorithms based on the formulation presented in
the previous section.

A. VN Mapping Algorithms

The models proposed were implemented using the IBM
ILOG CPLEX Optimizer [39].

The ILP is solved using CPLEX’s dynamic search algorithm.
It is based on the branch and cut [40] algorithm. In the for-
mulation, both ILP-GREEN-Mapping and ILP-GREEN-Image
search for a solution using all the nodes of the search tree. The
Opt algorithm used to solve the ILP formulations is presented
in Algorithm 1.

This algorithm takes a long time to find solutions for sub-
strates with more than 20 nodes. Simulations with substrate of
more than 25 nodes can take more than two days. The need for
such extended time period motivated the implementation of a
heuristic, denominated Root, which limits the search on the root
of the search tree, considerably reducing the execution time in
relation to the optimal implementation.

The Root algorithm differs from the implementation of the
optimal implementation in the composition of lines 2 and 7,
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which are replaced respectively by the following.

1) Line 2: Stop the search for solutions for ILP-GREEN-
Mapping at the root of the search tree and use the values
of the variables Xn,m,i and Yn,u,w.

2) Line 7: Stop the search for the solutions for ILP-GREEN-
Image at the root of the search tree and use the values of
variable Zn,u,m.

B. Migration Algorithms

The central idea of remapping VNs is to restore a network
configuration that consumes minimal energy. One of the options
offering most promising opportunities for remapping is the
termination of a VN, since virtual routers can be “packed”
together on a reduced number of physical routers, thus allowing
the deallocation of all virtual routers hosted on a given physical
router so that it can be turned off.

The algorithms presented in this paper are to be executed
when existing VNs have terminated, and those VNs can be
rearranged to save energy.

These algorithms assume that the transfer of information
about the state of running processes is negligible given the
high capacity of the physical links. Moreover, it is assumed
that the times required 1) to boot the VNs, 2) to redirect the
traffic to the new VN, 3) to finalize the transferring of the old
VN, and 4) to interrupt the services of the old VN are also
negligible [24].

Algorithm 2, which is called Live Migration Nodes Recently
Used (LM_NRU), aims at reducing the energy consumption by
reallocating the virtual routers on those physical routers that
hosted the routers of the terminated VNs. Before explaining
the LM_NRU algorithm, certain mathematical notations are
introduced in Table III.

The LM_NRU algorithm receives as input the state of the
network substrate at the time of VN termination, and it returns
to a state of that network, which will minimize energy con-
sumption.

In line 1, all VNs, which have virtual routers allocated to
the same physical router that has hosted a virtual router of the
terminating VN, are “unmapped.”

In lines 2–4, attempts are made to remap all unmapped VNs.
The aim is to produce a new mapping, which will consume less
energy than was being consumed when the VN z terminated.
RE-MAP is a binary function that returns true when the remap-
ping of V Ni is feasible. In this case, a new mapping of VNs,
including V Ni, is considered (line 7).

TABLE III
NOTATION USED IN THIS PAPER

Otherwise, the process of remapping of all unmapped VNs
is interrupted, and the substrate remains in the same state as it
was when the VN terminated.

If all unmapped VNs are remapped and the new substrate
state consumes less energy, this new state is given as the
solution by the algorithm, and the VNs will migrate to the
physical routers suggested by this solution. If the new mapping
does not lead to a reduction in energy consumption, however,
no migration will be undertaken.

Algorithm 3 [the Live Migration-ALL (LM_ALL) algo-
rithm] was designed to reduce the energy consumption by
reallocating all virtual routers of the network. It differs from
Algorithm 2 in that it deallocates all virtual routers, whereas
the LM_NRU algorithm deallocates only a part of the network.
The LM_ALL algorithm “unmaps” all VNs (line 1) and then
tries to remap all of them (lines 2–6). The rest of Algorithm 2
is similar to that of Algorithm 3.
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TABLE IV
VALUES OF THE PARAMETERS USED IN THE SIMULATION

VI. PERFORMANCE EVALUATION

A. Configuration of Experiments

To evaluate the performance of the proposed algorithms,
another optimization model was developed containing similar
constraints, but with the minimization of the allocated band-
width as the objective function. For the remainder of this
paper, the model proposed is referred to as GREEN, whereas
that which minimizes the allocated bandwidth is referred to
as BAND [2]. The evaluation was conducted in dynamic sce-
narios, in which the availability of resources on the substrate
network varies as a function of time.

The average energy consumption per request, the amount of
bandwidth allocated per request, and the substrate utilization of
physical nodes and physical links were evaluated as a function
of the substrate size (number of physical routers), as well as the
interarrival time of requests.

The effectiveness of the proposed models was assessed using
a simulator implemented in C++. The simulator received as
input a description of the substrate network. The simulator
processed requests for VN establishment one at a time. VNs
were mapped onto the network substrate using the VN mapping
algorithm presented in Section V-A. The algorithms presented
in Section V-B were executed when a VN request was deal-
located; resources were then released for future allocation by
incoming VNs or remapped ones.

Requests for virtual establishment arrive according to a Pois-
son process, and the lifetimes of these VNs were exponentially
distributed. The topologies of both physical and VNs were
generated using the BRITE network topology generator and
the Barabasi–Albert 2 algorithm [41]. Both the capacity of
the substrate network links and the requested bandwidth were
drawn from a uniform distribution. Delay requirements for
data transfer should be greater than the propagation delay of
the physical links. To assure this, the values of link weights
provided by BRITE were multiplied by a random value from a
uniform distribution. The number of cores demanded by these
VNs is also taken from a uniform distribution. The parameter
values used in the simulations are given in Table IV.

Confidence intervals with a 95% confidence level were
derived using the independent replication method. The ILP

Fig. 1. Average power consumption per request as a function of the number
of nodes of the substrate.

formulations were implemented using the CPLEX optimization
library version 12.0. Simulations were executed on a computer
equipped with two Intel Xeon 2.27-GHz processors, with six
cores each, and 6 GB of random access memory, running the
operating system Debian GNU/Linux Squeeze.

Although simulations were derived for interarrival times of
requests varying from 25 to 300 s, the results in this paper are
shown only for an interarrival time of 25 s, since these higher
loads result in less differences between the results derived by
the GREEN and BAND algorithms, due to rapid achievement
of saturation of the network substrate. Results are shown as a
function of the number of nodes in the network substrate. Each
point on the curve shows the results for ten different topologies.
For each topology, ten simulations with different seeds for the
random number generator were executed.

B. Evaluation of the Mapping Algorithm

Fig. 1 shows the average energy consumption per request as
a function of the number of nodes in the substrate. The average
energy consumption increases for both models since a higher
number of nodes in the substrate implies that the mapping tends
to use a large number of nodes. The energy consumption of
the chassis is large compared with the other elements; thus, the
impact on the consumption per request increases, since there
will be a larger number of active nodes. For substrates with
more than 100 nodes, the GREEN model tends to allocate cores
in routers already active (powered on), and the growth of energy
consumption per request stabilizes. However, for the BAND
model (GREEN does not share this tendency to utilize active
routers), the consumption per request tends to increase a larger
number of active routers. The consumption of BAND stabilizes
when there are 250 nodes. The energy reduction produced by
the GREEN model was on the order of 20% for substrate sizes
larger than 100 nodes.

Fig. 2 shows the average bandwidth allocated per request
as a function of the number of nodes of the substrate. The
bandwidth consumption per request is greater for the GREEN
model since it tends to use routers already powered regardless
of the location of these routers, which can imply on long
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Fig. 2. Average allocated bandwidth per request as a function of the number
of nodes of the substrate.

Fig. 3. Substrate nodes utilization as a function of the number of physical
nodes.

paths between nodes. Although the bandwidth consumption
demanded by the GREEN model is greater than that consumed
by the BAND model, it does not violate the QoS requirements
of the requests, since these are guaranteed by the constraints
defined in the formulation.

Fig. 3 shows the utilization of physical nodes, which is
the ratio between the physical routers occupied and the total
number of physical routers, as a function of the substrate size.
The utilization in both scenarios decreases as the physical
substrate sizes increase, because there are more nodes avail-
able to allocate the incoming requests. The GREEN model
reduces the utilization of these nodes, which is at most 14%
of that produced by BAND. This difference is almost constant
regardless of the substrate size, averaging 10%. This is due to
that the GREEN model tends to use powered routers whenever
possible, thus concentrating the VN requests on a smaller
physical substrate.

Fig. 4 shows the utilization of physical links, which is the
ratio between the physical links occupied and the total number
of physical links available, as a function of the substrate size.
For substrates larger than 100 nodes, the GREEN model uses
more physical links than BAND. Such trend does not happen

Fig. 4. Substrate links utilization as a function of the number of physical
nodes.

Fig. 5. Blocking ratio as a function of the number of physical nodes.

Fig. 6. Execution time of the BAND and GREEN algorithms as a function of
the number of physical nodes.

for substrate with 25, 50, and 75 because requests saturate, the
physical nodes are saturated with requests, and, consequently,
the network is unable to handle enough requests for this trend
to be revealed. The blocking ratio and the execution time of the
BAND and GREEN algorithms as a function of the number of
physical nodes are shown in Figs. 5 and 6, respectively.
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Fig. 7. Average power consumption per request.

Fig. 8. Average allocated bandwidth per request as a function of the number
of physical nodes.

C. Results of Live Migration Algorithms

Fig. 7 shows the average energy consumption per request
using the scheme with no live migration (LM_NO) and with
the two proposed algorithms, for network substrates of at most
240 nodes. Both LM_ALL and LM_NRU show significant
energy savings per request when compared with LM_NO,
which was, on average, 20% and up to 25% for substrates with
more than 60 routers. However, for small substrate (less than
40 routers), no significant difference was observed since there is
little room for optimized mapping of VNs with such a reduced
number of physical routers. Energy savings furnished by the
LM_NRU and LM_ALL models show no significant differ-
ences, which favors the adoption of the LM_NRU algorithm,
since it has less overhead.

The proposed algorithms also consumed a similar amount
of bandwidth even when no migration occurred (see Fig. 8).
Although the no-migration scheme does tend to consume the
lowest amount of bandwidth, this reduction can reach 8%.
When the substrate size increases, this difference becomes
negligible.

Fig. 9 shows the substrate utilization as a function of the
substrate size. The proposed algorithms show a significant
reduction in utilization, although the difference between them
is negligible. The reduction is around 13% in relation to a no-

Fig. 9. Substrate utilization as a function of the substrate size.

Fig. 10. Average virtual routers migrated per event of VN termination as a
function of the number of physical nodes.

migration scheme, and this difference remains almost constant
regardless of the substrate size. This difference is due to the
concentration of a larger number of VNs since the reallocation
of VN resources and the smaller number of physical routers are
used in a no-migration scheme, and it is the result of savings
obtained from the reduction of the number of physical router
chassis powered.

Figs. 10 and 11 display the average number of virtual router
and virtual link migrations per VN termination event, respec-
tively. These figures clearly show that LM_ALL takes advan-
tage of all available choices in the remapping of the VNs. As
the number of physical nodes increases, the number of virtual
routers and virtual links migrated decreases since various VNs
are mapped onto the same physical nodes and links onto which
they were originally mapped. The number of migrations of both
virtual routers and links per event produced by LM_NRU is
almost constant. LM_NRU migrates 41% fewer virtual routers
than LM_ALL and 38% fewer virtual links than LM_ALL. In
relation to the energy savings resulting from the use of these
algorithms, LM_NRU is more attractive than LM_ALL since it
produces a lower number of migrations.

The LM_ALL algorithm remaps all active networks at each
termination of a VN and rearranges the VNs to contribute to
a reduction in energy consumption. Therefore, the number of
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Fig. 11. Average virtual links migrated per event of VN termination as a
function of the number of physical nodes.

Fig. 12. Execution time per event of VN termination as a function of the
number of physical nodes.

nodes and virtual links migrated will be greater than that for the
LM_NRU algorithm. The large variation in LM_ALL curves
in Figs. 10 and 11 can be explained by the fact that each
point on the curve corresponds to the results for ten different
topologies of the network substrate, which led to a large number
of mapping possibilities.

Fig. 12 shows the average execution time per event of VN
termination. LM_ALL leads to more sharply increased demand
than does the LM_NRU algorithm. LM_ALL is at most 750%
slower than LM_NRU as a result of fewer deallocation and
reallocation that needs to be done. Considering the similarity
in energy savings and the time complexity and overhead costs
of the LM_ALL algorithm, the adoption of the LM_NRU
algorithm for the live migration of VNs is recommended.

VII. CONCLUSION

Network virtualization is a promising technique used nowa-
days to resolve various issues related to the lack of flexibility
of the network core. In addition to the benefits highlighted in
the previous sections, virtualization is crucial for the saving of
energy in the development of a greener Internet.

This paper has presented novel algorithms for reducing the
network energy consumption. A new model minimizing energy

consumption in the mapping of VNs onto network substrates
has been presented. This model is based on an ILP model and
considers various realistic parameters generally neglected by
previous papers in the literature. Moreover, this paper proposes
the use of live migration to further reduce energy consumption
and presents two algorithms for this purpose.

One of the main contributions of this paper is the consider-
ation of real-life parameters omitted in previous studies for the
green VN mapping problem and the use of live migration for
the reduction of energy consumption in core networks, such as
the availability of preconfigured images for each virtual router
limitations of flash memory in physical routers. Moreover, each
VN request specifies a bound for the time to be used in mapping
it onto the substrate.

In order to minimize the energy consumption per request,
a two-step ILP was developed. Due to the complexity of the
problem (NP-hard), a heuristic was developed to reduce the
execution time of the problem. This proposal was then com-
pared with another one that minimize only the bandwidth con-
sumption. The results show that the energy savings per request
can be on the order of 50% for some scenarios. Moreover,
the QoS requirements of the VNs demands were always
supported.

The remapping of VNs is a technique that can reduce net-
work energy consumption up to 18%, when compared with
a no-migration scheme, without compromising bandwidth de-
mands. The LM_NRU algorithm leads to less overhead than
that produced by the LM_ALL algorithm, yet energy savings
are similar. Consequently, the LM_NRU algorithm is recom-
mended for VN remapping with live migration.

The proposals in this paper try to answer the call for the
ever-growing demands for a decrease in energy consumption in
communication networks [42], [43]. They can be used for the
virtualized networks of the future, which will definitely have
to refrain from consumption of energy in the face of growing
network demands.
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