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Exercises

Solutions to the “starred” exercises appear in Appendix B

@ 71 [15]<7.14> Using the two formulas in the fallacy starting on page 767 and the
coefticient definitions given in the caption of Figure 7.51 (page 768). calculate
the seek time each way for moving the arm over one-third of the cylinders of the
disks in Figure 7.2 (page 682). Assume that the disk access is a read. What s the

error with respect to the manufacturer’s reported average seck time for the two

formulas? What does this say about the suitability of the coefficient definitions in

Figure 7 27 (¢}

51 for the disks in Figure (Hint: Using a spreadsheet program will

be helpful to find the answers for this and several other exercises in this chapter.)

7.2 [25] <7.14> Using the two formulas in the fallacy starting on page 767 and the
coclhcient definitions given in Figure 7.51 (page 768). write a short program o
calculate two “average” seek times by estimating the time for all possible seeks
using these formulas and then dividing by the number of seeks. How close are the
answers for Exercise 7.1 to these answers?

7.3 [15/12] <7.14> Average seek distance depends on the actual disk accesses gener-

ated by a workload.

d. [15] <7.14> Using the statistics in the caption of I igure 7.52 (page 769) and

in the displayed bar graphs, calculate the average seek distance for the two
workloads. Use the midpoint of a range as the seek distance. For example, use
3

98 as the seek distance for the entry representing 91105 in Figure 7.52. For
h%: of the seeks. For the UNIX

the business workload, just ignore the missing
workload, assume the missing 15% of the seeks have an m erage distance of

300 cylinders

b. [12] <7.14> If the two workloads in Figure 7.52 were each measured on the
three disks in Figure 7.2, what similarities and what differences could be

expected in the three sets of results? Explain.

74 [20] <7.14> Figure 7.2 (page 682) gives the manufacturers’ average seek times.
Using the two formulas in the fallacy starting on page 767, the definitions of the
coefficients given in Figure 7.51 (page 768), and assuming the statistics in

T 53

Figure (page 769) and read accesses only, what are the average seek times

for each workload on the disks in Figure 7.27 Make the same assumptions as in

part (a) of Exercise 7.3
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Exercises

[10/10/10/10/10] <7.2> In this exercise. we will run a program to evaluate the
behavior of a disk drive. Disk sectors are addressed sequentially within a track.,
tracks sequentially within cylinders, and cylinders sequentially within the disk

Determining head switch time and cylinder switch time is difficult because ol

rotational effects. Even determining platter count, s ctorsftrack. rotational delay

and minimum time to media is difficult based on observation ol typical disk
workloads. The key is to factor out disk rotational effects by making consecutive
cecks to individual sectors with addresses that differ by a linearly ncreasimng
amount starting with 0, 1, 2. and so forth

The Skippy algorithm, from work by Nisha Talagala and colleagues ol U.C. Ber
keley [2000], 1s

disk device");

open("r

for (i = 0; 1 < measurements;
//time the following segquence and output <i, time=
1seek(fd, i * SINGLE SECTOR, SEEK CUR);

uffer, S1'NI'_-‘I_L_SE_CTIZZIR) :

++)

write(fd,

close(fd);
I'he basic algorithm skips through the disk, increasing the distance of the seek by
one sector before every write, and outputs the distance and time for each wrile
The raw device interface 1s used to avoid file system optimizations. SINGLE
SECTOR is the size of a single sector in bytes. The SEEK_CUR argument to
Iseck moves the file pointer an amount relative to the current pointer A technical
report describing Skippy and two other disk drive microbenchmarks (run in sec

voedulDienst

site ber A

onds or minutes rather than hours or days) is at i
f b I:’_.\;J)—'-JIL.-;' !

] N | ¥ g » 1
U2 .0/Describelnestr.

Run the Skippy algorithm on a disk drive of your choosing

a. [10] <7.2> What is the number of heads? The number of platters’

b. [10] <7.2> What is the rotational latency”

[10] <7.2> What is the head switch time?

M

d. [10] <7.2> What is the cylinder switch time?

e. [10] <7.2> What is the minimum time to media plus transfer time? The min
mum time to media is the minimum time to access the disk platter surface. A
disk request completes in the sum ol the minimum time (o media plus the
transfer time if there is no rotational or seek latency

[10/10/10/10/10] <7.2> Figure 7.53 shows the output from running the bench-

mark Skippy on a disk.

a. |10]<7.2> What is the number of heads? The number of platters?
b. [10]<7.2> What is the rotational latency?

c. [10] <7.2> What is the head switch time?

d. [10] <7.2> What is the cylinder switch time?
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Figure 7.53 Example output of Skippy fora hypothetical disk.

e. |10] <7.2> What is the minimum time to media plus transfer time? The mini-
mum time to media is the minimum time to access the disk platter surface. A
disk request completes in the sum of the minimum time 1o media plus the

transfer time if there is no rotational or seek latency.

<7.7> The 1JO bus and memory system of a computer are

[20/15/15/15/15/
capable of sustaining 1000 MB/sec without interfering with the performance ot a
2500 MIPS CPU (costing $20,000). Here are the assumptions about the software:

®  Each transaction requires 4 disk reads plus 2 disk writes

= The operating system uses 35,000 instructions for each disk read or write

®  The database software executes 50,000 instructions 1o process 4 transaction.
m  The transler size is 512 bytes

You have a choice of two different types of disks:

m A small disk that stores 40 GB and costs 5400.

m A big disk that stores 80 MB and costs $800.

Either disk in the system can support on average 100 disk reads or writes per

second
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Exercises

(1) using the TPC-C benc hmark (complex query OLTP) in Sec
7 9. Assume that the requests arc spread evenly to all the disks, that there 15
or controllers, and that the a

10.000 transactions per minuie {tpm) according to the

ime due to busy disks ceount file must be

ound rules.

7 md are possible with eac h

120] <7 7= How many [PC-C transactions per sect

disk choice. assuming that each uses the minimum number of disks to hold

the account file?
[15] <7.7> What 1s the system cost per ransac tion per second of eac h alterna-

tive for TPC-C?
1000 MB/sec 1/O bus

[15] - 7.7 How fast does a CPL need to be to make the
4 bottleneck for TPS? (Assume thal you can continue to add disks.)

7 W MTP (Mega TP), you are deciding whether to

[15] <7.7> As manager (

4 faster CPU or improving the per-

ypment Money building

spend your devel
{ormance of the software. The database group says they can reduce a transac-
write and cut the database instructions pel
3().000. The hardware group can build a faster CPU that sells

CPU with the same development budget.

disk reads and 1 disk

action 1o

for the same amount as the slower
Lssume you can add as many disks as needed to get higher performance.)
wster does the CPU have (o be to match the performance gain of

How mucl
(he software improvement?
at the door during the software

oroup was listening

[15] <7.7= The MTP 1/

presentation, They argue that advancing technology will allow CPUs to gel
faster without significant investment, but that the cost of the system W i1l be
dominated by disks 1f they don’t develop new small. faster disks. Assume the
next CPU is 100% faster at the same cOst and that the new disks have the
same capacity as the old ones. Given the new CPL and the old software, what
will be the cost of a system with enough old small disks so that they do not
limit the TPS ol the system?

[13] <7.7= Start w ith the same assumptions s 11 part (e). Now assume that
ou have as many new disks as you had old small disks in the original design.
{ow [ast must the new disks be (1/Os per second) 10 achieve the same TPS
ate with the new CPU as the sysiem in part (e)!

[20] <7.7> Assume that we have the following two magnetic disk configurations:
2 surfaces, 27.723 tracks

four disks. Each disk has 12

4 sinele disk and an wray ol
2 bytes. and 1t revolves at

zach sector holds 51

mnd 528 sectors/track. |
. seeks times are ().5 ms.

per sul face,
10.000 RPM. The minimum. maxumunt, and averat
week time formula in the fallacy
76%). The time to switch

10.5

starting on

ms. and 4.9 ms. respectively. Use the

767. including the equations in Figure 7.51 (page
the arm one track. In the disk array all

naoe
page

hetween surfaces is the same as 1o MOve

the spindles are sync hronized—sector O every disk rotates under the head at
the exact same tlime—and the arms on all four disks are always over the same
<o four consecutive sectors on d

- Aicl
UISKS,

all four

track. The data is “sti iped™™ across
|
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single-disk system will be spread one sector per disk in the array. The delay of the
lisk controller is 0.3 ms per transaction, either for a single disk or for the array
\ssume the performance of the 1/O system is limited only by the disks and that
there is a path to each disk in the array. Calculate the performance in both [/Os
per second and megabytes per second of these two disk orgamizations. assuming
the request pattern is random reads of 4 KB of sequential sectors. Assume the 4

KB are aligned under the same arm on each disk in the array.

[20] <7.7> Start with the same assumptions as in Exercise 7.8. Now calculate the
performance in both I/Os per second and megabytes per second of these two disk
wganizations assuming the request pattern 1s reads of 4 KB of sequential sectors
where the average seek distance is 10 tracks. Assume the 4 KB are aligned under

the same arm on each disk in the array.

[20] <7.7= Start with the same assumptions as in Exercise 7.8. Now calculate the
performance in both 1/Os per second and megabytes per second of these two disk
wganizations assuming the request pattern is random reads of 1 MB of sequential
sectors. (I it matters, assume the disk controller allows the sectors to arrive in
iy order.)

[

Assume that we have one disk defined as in Exercise 7.8, Assume that

we read the next sector after any read and that «/f read requests are one sector in

ength, We store the extra sectors that were read ahead in a disk cache. Assume
hat the probability of receiving a request for the sector we read ahead at some
ime in the future (before it must be discarded because the disk cache buffer fills)
is (.1, Assume that we must still pay the controller overhead on a disk cache read
it and the transfer time for the disk cache is 50 ns per word. Is the read-ahead
strategy faster? (Hine: Solve the problem in the steady state by assuming that the

lisk cache contains the appropriate information and assuming that a request has
ust missed.)
20/10/20/20] 7.10> Assume the following information about a MIPS
nachine:
8 [oads take 2 cycles.
8 Stores take 2 cycles.
8 All other instructions are 1 cycle.
Use the summary instruction mix information on MIPS for gee from Figure 2.32.
lere are the cache statistics for a write-through cache
®  Each cache block 1s 4 words, and the whole block 1s read on any miss.
# A cache miss takes 23 cycles.
8 Write through takes 16 cycles to complete, and there i1s no write bulter.
Here are the cache statistics for a write-back cache:
.

8 Each cache block is 4 words. and the whaole block 1s read on any miss.

® A cache miss takes 23 cycles for a clean block and 31 cycles It

- a dirty block.

Assume that on a miss, 309% of the time the block 1s dirty.
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Assume that the bus

® 5 only busy during transfers

®  (ransfers on average | word/clock cycle

B must read or write a single word at a time (1t 1s not faster to access two al
onee )

a. [20] <7.7-7.10> Assume that DMA [/O can take place simultaneously with
CPU cache hits. Also assume that the operating system can guarantee that
there will be no stale-data problem in the cache due 1o [/O. The sector size 15
| KB. Assume the cache miss rate is 5%. On average, what percentage of the

bus 1s used for each cache write policy? (This measure is called the tra

atio in cache studies.)

b. [10]<7.7=7.10> Start with the same assumptions as in part (a). If the bus can

be loaded up to 80% of capacity without suffering severe performance penal-

0] <7.7-7.10> Start with the same assumptions as in part (a). Assume that a

™
L}

disk sector read takes 1000 clock cycles to initiate a read, 100.000 clock
cycles to find the data on the disk, and 1000 clock cycles for the DMA 1o
transfer the data to memory. How many disk reads can occur per million
nstructions executed for each write policy? How does this change if the

cache miss rate 1s cut in half?

d. [20] <7.7-7.10> Start with the same assumptions as in pari (¢). Now you can
have any number of disks. Assuming ideal scheduling of disk accesses, what
s the maximum number of sector reads that can occur per million nstruc-

lions executed?

|50] < 7.7> Take your favorite computer and write a program that achieves maxi-
mum bandwidth to and from disks. What is the percentage of the bandwidth that

vou achieve compared with what the 1/O device manufacturer claims?
[20] <7.2, 7.4 Search the World Wide Web to find descriptions of recent mag-
netic disks of ditferent diameters. Be sure to include at least the information in

Figure 7.2 on page 682

[20] <7.14> Using data collecied in Exer

ise 7.14. plot the two projections ol
seek time as used in Figure 7.51 (page 768). What seek distance has the largest
percentage of difference between these two predictions? If you have the real seck
distance data from Exercise 7.14, add that data to the plot and see on average how
close each projection is to the real seek times

[15] <7.2. 7.4> Using the answer to Exercise 7.15, which disk would be a good
building block to build a 2 TB storage subsystem using mirroring (RAID 1)?
-'\\-'|'|_. 7

[15] <7.2, 7.4> Using the answer to Exercise 7.15. which disk would be a good
building block to build a 20 TB storage subsystem using distributed parity (RAID
5)? Why?
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.
(a]

10

I5] <7.8> Starting with the example on . caleulate the ave

the queuve and the average length of the system for that example and the following

wo examples.

[15] <7.8> Redo the example that starts on 728, but this time assume the

ribution of disk service times has a squarec 20(E=

TN | - 3 11y I i |
2.0), versus 1.0 in the example. How does this

[20] <7.11> The /O

and are subject to de

ization rules of thumb on 748 are jusl

ate. Re

the example starting

limit of SCSI utilization to 30% . 60%. cuntil it i

er the bottleneck. How

t i1s the new bottleneck? (Hinr: Use a

the answers?
the answer

does this change atfe

sheet program to find answers

a. [15] <7.2> Calculate how long 1t would take 1o read all the data from a Stor-
agelek PowderHorn 9310 assuming a single silo with 6000 tapes. 60 GB
I

(includes tape load/unload

uncompressed capacity pet

16 tape drives that read at 11 MB/sec, an

|
maximum of 450 tape changes per hour per drive

time in the drive plus robot arm time to/from the tape storage slot in the silo)

b. [15]<7.2> Assume the 16 tape drives cach hav

vith a 2000-hour rated hifetime. How

many comp

scans ol

t 1 he v by “ e i | B t ot .
urt {a) can be done before exceeding the head Lifetime

F It 1 A
1o .

25| <7.2> Extend Figure 7.3 on oure 7.4 on page 686 1o the

present time. showing price per disk and price per gigabyte by collecting data

from advertisements in the January and July issues ol PC magazine, How fast arc

pric

s changing now

[ Discussion] <7.2= Recording ¢

nsity for disk drives has increased exponentially

lor decades. The superparamagnetic limit is a physical

racteristic ol recording

media th

may soon thwa

1ISILY Improvements. vl

Is the superparamag-

netic limit? Do people be ¢ it is a real limit? What

¢ the impact il 1t
were? Search the literature

on magnetic recording for information 1o support your

ation is fit

discussion. One place to start youn

[ Discussion] <7.2= With the cost in 2001 ol a 40 GB IDE disk about the same as

a 40 GB tape, the economics of magnetic tape a [terent trom earlier

when tape performed software distribution. mass storage

backup. and disas

insurance (an easy form i which to send data 1o a remote site) functions. What

1 | * 2 M B ¢ i P ¥ » 1 » . " V1 g { Y T
technologies or combinations of technol s are the competition faced by tape

for cach of these functions? What advantages are offered by the competing tech-
nologies? For which functions does tape face the stronges

1 competition” What

advantages can tape olfer compared to the competing technologies?

[Discussion| <7.2= Figure 7.4 on page 6 ol
personal computer disks decreased by a factor of 10 8
vears. Change ol such magnitude is difficult to fully S0
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without a direct, personal context. Imagine your own life I8 years from today as

it would be with 10.000-fold improvement i aspects of daily life that matter to
your. Some examples might be your salary or the speed of long distance travel.
Can vou find examples from outside the field of computing of comparable growth

rates (about 60% per year) over a similar period?

[50] <7.5, 7.11> A more sophisticated analysis of RAID failures relies on

Markov medels of faults: see Gibson [1992]. Learn about Markov models and

redo the simplified failure analysis of the disk arr

[Discussion] <7= Text, audio, photo. and video works of popular interest h
significant economic value. Today, each of these formats when represented digi-

and edited readily by nex

tally can be stored cheaply. copied easily and exac

pensive desktop computer systems. Recordable, removable media storage and

high-speed networking provide distribution channels of improving cost and pe:

formance. Authoring and communicating digital works is within the means of

more oreanizations and individuals than ever belore, but at the same time the

obstacles 1o the unauthorized copying and dissemination of the digital works of
others are shrinking. One strategy to prevent or limit copyright infringement s to
control storage technology.

h
marketplace for the digital audiotape. digital minidisk, CD-R. CD-RW,

What involvement have the recording and movie industries had in the computer

7 How have the availability of standard computer bus intertaces
for these devices and their hardware unit and recording media pricing been
affected?

What are some ol the existing technologies and proposed methods for storage
devices to prevent unauthorized copying of intellectual property and to support
data access models other than ownership. such as viewing restrictions, limited
number of viewings, and p Copy Protection lor Recordable
Media (CPRM), CSS and reg

bility between consumer audio CD players and CD-ROM readers)?

V-per-view (c.g.,

ion codes for DVD, and encoding to prevent media

imteropet
How are these techniques faring in the consumer marketplace and other market-

places? What are or would be the effects of these access controls on an individual

wishing 1o work with data files of hisfher own authorship?




