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Chapter One ¢

_Exercises

Each exercise has 4 difficulry

rating HUAre brackets and a list of the ¢

sections it depends on in an sce the Prefuce for g

difficulty scale. Solutions to the “starred™ exercises appear in

15] <1.3, 1.4, 7.25

L [15/15 ] Lo L2z Computer system e

ol computer technols

of how radie

15
change can affect design, consider the evolution of DRAM and
i:xfllh\.'tl\__-‘u‘--. sinee publication of the

DRAM density had

hrst edition of this text in 1990, At that ti

been improving for 10 cars at a rate of about 60% per v
EVING rise every third year 1o a new generation of DRAM

ps with four 1

more capacity than before.

L, Py ’
Videne tie disk

improving tor 30 years at nearly 309

data I'L‘\nl\fln'__' density had bes

per vear, doubli

cve

three vears
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a. [I5] <1.3> The first edition posed a question much like this. Assume that g

per IIIL'§JLI|‘: > lor either Lype of storaee 5 proportional to density thar 1990
the start of the 4M i DRAM generation. and that in 199() DRAM cosis 2

times more per me

yte than disk. Using the we l-established

SILY improvement rates, create a table showi

¢ projected rel; tive cost of exd
I
DRAM generation and disk from 1990 for six

rations. What conclus

can be drawn about the luture of disk dri

€5 1 computer designs and ghog
the magnetic disk mdustry fre i this projection’

b. [15] <1.4. 7.2> The conclusion supported by the result Irom part (a) is fg

1901) ¢

from today s reality. Shortly before the change from inductive heads

thin film, and then magnetoresistive

cads, allowed magnetic disk recordi
*hing DRAM. Sig

* upped t

density to besin a 609 annual improvement trend. m

about 1997 aiant magnetoresistive

fert haade |
chiect heads |

rate to [0

per year, and, available 10 the mass market

antiterromagnetical
coupled recording media should support ol

rate for severd
s 1.5 and 74, plot the actual ratio of DRAM}
disk price per unit of storage for each DRAM ¢

years. Using data from Fieure

neration (3-year

_ mterval
starting in 1983, Compare your answer with part (a) by including those dg

¢ I1s butlt from the

points on the graph, Assume that DRAM storqo
available chip size with the lowe )

cost for that year. Note that |

st cost per bit

B = 1000 MRB

i L 1" ad
| that disk cost is the med

[hit'.l\.‘,'

g, support hardware. and conrrol ha ire necded 1o incorporate DRAM

and disk into a computer system.

¢ [15] <1.3> Not only price, but disk physical volume and mass improve wid

recording density. loday’s standard laptop computer disk driv

long and 7 em wide. Assume that

a 100 MB disk in 1990 occupied

(cubic centimeters) and masse 1000 g (grams). If

1sk volume and mass had
IMpProv

Vi - R e T
d only 30% per vear since 1990 whalt

would the hej
mechanical constraints on disk drive shape) and mass of a 30 ¢ iB laptop

puter disk be todav? For ompari

actual !_'\|‘I-\':I.I |!'._'I___‘|J: and IT1A55 \;1|.“
for 2001 are | 25¢em oand 100 o
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Exercises 75

d. [15] <1.3. 1.4> Increasing disk recording density expands the range of solt-
ware applications possible at a given computer price point. High-quality
desktop digital video editing capability is available in 2001 on a $1000 PC

Five minutes of digital video consumes about 1 GB of storage, so the 20 GB

disk of the PC in Figure 1.9 provides reasonable capacity. If disk density had

30% per year since 1990, but other PC component costs

improved only
shown in Figure 1.9 were unchanged and the ratio o retail price o compo
nent cost eiven in Fieure 1,10 was unaffected, approximately how much more
would a desktop video PC cost in 20017

[20/10/10/10/15] <1.6> In this cxercise. assume that we are considering enhanc-

ing a machine by adding vector hardware to it. When a computation is run in vee-

ware. it is 10 times faster than the normal mode ol

tor mode on the vector har

execution. We call the percentage ol time that could be spent using vectol mode

 Vectors are discussed in Appendix G, but you

the pPerct

don’t need to know anything about how they work to answer this question!

a. [20] <1.6> Draw a graph that plots the speedup as a percentage of the compu

tor mode. Label the v-axis “Net speedup™ and label

tation performed n ve

the v-axis “Percent vectorization.”
b. |10] <1.6> What percentage ol vectorization is needed 1o achieve a speedup
of 27

c. [10] <1.6> What percentage of the computation run time 1s spent in vector

C |
mode if a speedup ol 2 is achieved?

d. [10] <1.6>What percentage of vectorization is needed to achieve one-half the
maximum speedup attainable from using vector mode?

e. |15] <1.6> Suppose you have measured the percentage ol vectorization for

programs 1o be 70%. The hardware design group says they can double the
speed of the vector hardware w ith a sienificant additional engineering invest
ment. You wonder whether the compiler crew could increase the use ol vector

performance. How much of an

mode as another approach o increasing
increase in the percentage of vectonization (relative to current usage) would
vou need 1o obtain the same performance gain as doubling vector hardware
speed? Which investment would you rec ommend”’

[15/10] <1 Assume—as in the Amdahl’s Law example on page 41—that we

| enhancement to a computer that improves some mode of execution by a

make ai

factor of 10. Enhanced mode 1s used 50% of the time, measured as a percenta

s i use. Recall that Amd

of the exccution time when the aiced

need execution ume that

Law depends on the fraction of the original.

could make use of enhanced mode. Thus, we cannot directly use this S0% mea

surement to compute speedup with Amdahl’s Law

a. [15] <1.6:What is the speedup we have obtained from Tast mode”?

b. [10] <1.6> What percentage of the original execution ime has been converted

to fast mode?
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[12/10/Discussion| <1.6> Amdahl’s Law implies that the ultimate aoal of hig

Per |.\1['I1.‘JJIII_L‘ L'\"lu’l]i)l“i'l' Sy stem de

1gn should be an enhancement that offers h
trarily large speedup for all of the task time. Perhaps surprisingly, this goal cany
approached quite closely with real computers and tasks. Section 3.3 describes
some branch instruetions can. with high likelihood, be executed in zero tim

C Wil

hardware enhancement called a branch-target buffer. A rarily large speedup
be achieved for complex computational tasks when more efficient algorithms g
developed. A classic example from the field of digital signal processing is the

crete Fourier transform (DFT ) and the more efficient fast Fourier transform (FFT

How these two transforms work is not important here. All w e need 1o know is e
I
they compute the same result. and with an mput of # floating-point data valye

. L) i
DFT algorithm will execute approximately #~ floating-point instructions. whiles

FET algorithm will execute 4 proximatels 25 1 floating-point instructions
c I . i =71

a. |12] <1.6> Ignore instructions other than Noating point. What is the speeds

gained by using the FFT instead of the DF] for an input of n = 2* foatine

pomt values in the range 8§ < 5 < 1024 and also in the hmit as # — oo

b. [10] <1.6>When n = 1024, w hat is the percentage reduction in the number

executed floating-point instructions when using the FFT rather than the DFI

C. |Discussion]| <[ .6 Despite the speedup achieved by processors with g
branch-target buffer. not only do processors without such a buffer remain}
production, new processor designs without this enhancement are sijll devel
oped. Yet, once the FFT became known. the DFT was abandoned. Certainl
speedup is desirable. What reasons can you think of to explain this asymm
try in use of a hardware and a software enhancement, and what does vog
answer say about the economics of hardware and algorithm technologies?

[15] <1.6> Show that the problem statements in the examples on pages 42 and 4

describe identical situations and equivalent design alternatives

[15] <1.9> Dhrystone is a well Known integer benchmark. Computer A is me:
sured 1o perform 1, executions of the Dhrystone benchmark per second, and |
achieve a mullions of instructions per second rate of M/PS, while doing Dhny-
stone. Computer B is measured to perform Dy, executions of the Dhrystong
benchmark per second. What is the fallacy in calculating the MIPS rating of com

puter B as MIPS, = MIPS i

with-the details shown in Figure 1.33.

[ )

I5/15/8] <1.9> A certain benchmark contains 195,578 floating-point operations

I'he benchmark was run on an embedded processor after compilation with opti

mization turned on. The embedded processor is based on a current RISC proces-

sor that includes floating -point function umits, but the embedded processor dog

not include floating point for reasons of cost. power consumption, and lack of
need for Hoating point by the targer applications. The compiler allows floating

pointnstructions to be calculated with the hardware units or using software rog
d

lines,

pending on compiler flagcs. The benchmark took 1.08 seconds on the
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Operation Count
Add 82,014
Subtract 8.229
Multiply 73,220
Divide 21,399
Convert integer to FP 6,006
Compare LT10

15,578

.lill..li

Figure 1.33 Occurrences of floating: point operations.

s embedded version

RISC processor and 13.6 seconds using software on il

\ssume that the CPI using the RISC processor was measured to be 10, while the

CPI of the embedded version of the processor was measured to be 6

a. |[15] <1.9> What is the total number of instructions executed for both runs?

b. [15] <1.9> What is the MIPS rating for both runs

(8] <1.9> On the average, how many nteger instructions does it take to per-

1orm

\ floating-point operation in software?

[15/10/15/15/15] <1.3. 1.4> This exercise estimates the complete packaged cost
of a microprocessor using the die cost equation and adding in packaging and test-

We begin with a short description of testing cost and follow with a dis-

g cosls

cussion of packaging issues.

esting is the second term of the chip cost equation:

Cost of die + Cost of testing die + Cost of pac kKagimg

oF of mtegrated cireund

Final test yield

Testing costs are determined by three components:

; Cost of testing per hour =< Averd
Cost ol estng die s Ne P 2 £y
Die yield

Since bad dies are discarded. die yield is in the denominator in the equation—the
1 bad die may

sood must shoulder the costs of testing those that fail. (In practice. a
less time to test. but this effect is small, since moving the probes on the die 1s

a large fraction of the time.) Testing cosls about

lake
a mechanical process that takes
$50) to $3500 per hour, depending on the tester needed. High-end designs with
many high-speed pins require the more expensive testers. For higher end micro-
processors test time would run $300 to $500 per hour. Die tests take about 51090
seconds on average, depending on the simplicity of the die and the provisions Lo

reduce testing time included in the chip.
he cost of a package depends on the material used. the number of pins. and the

die area. The cost of the material used in the package is in part determined by the
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ability to dissipate heat generated |

(PQFP) dissipating less than |

JHACK

die up to | cm on a side costs $2 i

handle 300 to 600 pins and a larger die with more power,

In addition to the cost of the packag

oy the die. |

‘or example, a plasti

Guaa b

W, with 208 or fewer pins, and containines
1 2001

id array (PGA) o8

but 1t costs $20 10 &

A I iy
A CCTaImiIg i 2

e 1self 1s the cost of the labor to place a dieg

the package and then bond the pads to the pins. which adds from a few cents o

dollar or two 1o the cost. Some good dies are typically lost in the assembly pe

cess. thereby Turther reducing yield
1s 1.0: in practce it i1s at least .95

lest.

For simplicity we assume the final test yie

We also ignore the cost of the final packages

This exercise requires the information provided in Figure |.34

a. [15]<1.4>

ber of good chips you would get per 20
Assume a defect density of 0.5 defect per cm
b. 110] <1.4> For cach microprocessor in Ficure 1.34,
jected good die before packaging and testing. |

per water from part (a) of this exercise and the wafer cost from Figure 1.34

c. [15]<l

the cost per good, tested, and packaged part using the

part (b) of this exercise.

d. [I5] <l

ductor manufacturers. Find the costs for the
(total cost including packaging), assuming

and assuming that defect densities are 1

For each of the microprocessors in Figure 1.34,

3> There are wide differences in defect densities between semi

compute the num

cm wafer using the model on page |4

cawater vield of 959 and o/=4,

compute the cost per pi

se the number of good di

3> Using the additional assumptions shown in Figure 1.35, compug

costs per 2ood die frog

o
largest processor in Figure |34
defect densities are 0.3 per om

1.0 per cm-.

€. [15] <1.3> The parameter o depends on the complexity of the process. Addi
tional metal levels result in increased complexity. For example, o might be
approximated by the number of interconnect levels. For the Digital 21064C
with six levels of interconnect, estimate the cost of working, packaged. and
tested die if & = 4 and if o0 = 6. Assume a defect density of 0.8 defects
per ¢ m-
Die area Estimated
Microprocessor (mm?)  Pins Technology wafer cost ($)  Package
Alpha 21264C 115 CMOS. 0.18u, 6M 4700 CLGA
Power3-11 163 38 CMOS. 0221, 6M HIO0 SLC
ltanium 300 HE  CMOS, 0181, 6M 00 PAC
MIPS RI4000 204 527 CMOS.0- 3700 CPGA
UltraSPARC 111 210 1368 CMOS. 0 150, 6M 5200 FC-LGA

Figure 1.34 Characteristics of microprocessors. About half of th
and ground connections. The technology

number of interconnect levels.

y entry is the process typ
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@110 [15/15/101 <15,

1.11 112] <I 5= One reason
mean is that it always gives i
two posiive inte
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Package Testtuime Test cost per

Package type Pin count cost ($) (secs) hour ($)
PAC < 500 () 3() 400
SL. < 110D 0 20 120
Grid array (CLGA, CPGA, < 500 20 20 Ot
or FC-LGA)
Grid array (CLGA, CPGA 1000 25 25 140
or FC-LGA)

15000 30 Al 1Rl

Grid array (L LGA. CPGA.

or FC-LGA)

Figure 1.35 Package and test characteristics.

» concluding discussion about the die cost model
es and defect densities die cost s betier modeled

claims that, for realistic die siz
as a function of (roughly) the die area squared rather than to the fourth power.
3. [20] <1.4> Using the model and a spreadshect, determine the cost o dies
ranging In area from 0.5 to 4 cm” and assuming a defect density of 0.6 and
_ 4. Next, use a mathematic al analysis tool for fitting polynomial curves 1o fi
the (die area, die cost) data pairs you computed in the spreadsheet. What
the lowest degree polynomial that is a close fit to the data?
tensities were much higher: say. 2 defects pe
| fit?

[20] <1.4> Suppose defect ¢
legree poly nomial that 1s a close

cm-. Now what 1s lowesl ¢
|.9> Assume the (WO programs in Figure 1.15 each execule 10
t operations during execution on each of the three

million floating-poin
If performance 1s expressed as arate, then the average that tracks total ¢

II’-":" FEILRTRIES meai,

time 1s the /i

where Rate; is a function of |/ Time;. the execunion time for the ith ol n progral

in the wot kload
‘-’.4.\\\_‘1'1'11'.].

[15] <1.5, 1.9>( alculate the MFLOPS rating ol cach

a.

b. [13] <1.5,1.9> Calculate the arithmetic, geometric, and harmoenic means
MFELOPS for each machine

c. [10]<1.5.1.9> Which of the three means matches the relative performance

total execution time?
people may incorrectly summarize rate data using

an answer g
oers. a and b, the arithm

arithmetic
mean. Show that for any

metric

L

18

()

machines.

o ution

1S

ol

of

dan

eater than or equal to the geo-

elic
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o

mean 1s always greater than or equal to the geometric mean, When are the ty
equal?

[12] <1.5> For reasons similar 1o those in Exercise 1.11, some people use

metic mean instead of harmonic mean (see the definition of harmonic mean|
Exercise 1.10). Show that for any two positive rates. r and s, the arithmetic meg

is always greater than or equal to the harmonic mean. When are the two equal

[1O/10/10/10] <1.5> Sometimes we have a set of computer performance me

surements that range from very slow (o very fast execution. A single statist

such as a mean, may not capture a useful sense of the data set as a whole, Fag

example. the CPU pipeline and hard disk subsystem of a computer execute theg
respective basic processing steps at speeds that differ by a factor of typically 10

ed difference in excess of that between a jet airliner in cruising flig

|.|]|» i\ i \l"

(~ 1000 Kkilometers per hour) and a snail gl

iding on the long, thin leaf of an

panthus {(perhaps 1 meter per hour). Let’s look at what happens when measure

ments with such a large range are summarized by a single number.

a. [10 he arithmetic means of two sets ol benchmark measure

< 1.5 What are

ments, one with nine values of 10" and one value of | and the other set with
nine values of | and one value of 10°? How do these means compare with t

data set medians? Which outlyving data point affects the arithmetic mea

more, a large or a small value?

b. [10] <1.5= What are the harmonic means (see Exercise 1.10 for the definition

ol harmonic mean) of the two sets of measurements specified in part (af!

How do these means compare with the data set medians? Which outlving
1 -

pomnt atfects the harmonic mean more. a large or a small value?

C 1O] <1.5%= Which mean, arithmetic or harmonic, produces a statistic closest
to the median?

d. [10] <1.5> Repeat parts (a) and (b) for two sets of 10 benchmark measure-

ments with the outlying value only a factor of 2 larger or smaller. Hox

cpre-
sentative of the entire set do the arithmetic and harmonic mean statistics seem

tor this narrow range of performance values?

1.5> A spreadsheet is useful for performing the computations of this

[15/15

exercise. Some of the results from the SPEC2000 Web site (wum

VECOre ) dre

shown in Figure 1.36. The

*1s the execution time for a particular
computer system chosen by SPEC as a performance reference for all other tested

['he base r

: »is simply the run time for a benchmark divided into the
reference time for that benchmark. The SPECIp_base2000 statistic is computed

as the geometric mean of the base ratios. Let’s see how

arithmetic

medan Compares,

1

a. [15] <1.5> Calculate the weights for a workload so that running times on the

reference computer will be equal for cach of the 14 b

nchmarks in Figure
36,

SPEC CF
progran
168 u.u].‘
1715wl
172.mgl
173.apr
177.me
178.gal

1 79.art
183.eq
15_'.1.1.'

| 88.ar
189 1u
191 .1
20,8
A01.a
SPEC

{ geOr
—

Figu
Micn
ated
eren
woL
211
CPL
chij
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Base ratio

Compagq AlphaServer IBM eServer

SPEC CFP2000

program name Reference time ES40 Model 6/667 pSeries 640 Intel VC820
Bl 0w — 7 a6

T_'l_'.li_ 0 — 5 T - )
o ) ) .\' 'I."II:‘ - . - R - ) ) ) - ‘_I| ) ) B - -

) 1400 ] - - 273 -

o S0 o — w0

' 600 o o 3719

) - 300 T a0 S s 233

Foe 0 —— 215 2%
By 2200 e e g Ll '
w0 —~es @l 312
b 2w — s ]

j;c'l_\.r\lu_\'l\- - ’..I_l?”_ I ___‘-T_¥ - ‘-_'ITF- - _lr_mf_r
O 2000 e ST I

_____'_'_"_"'_;.]E'__'__';:-._____;m

SPECfp_base2000

(geometric mean)

for each program is for a particular Sun
) time of an executable gener-
program, divided into the ref-
f the 14 base ratio values; it

Figure 1.36 SPEC2000 performance for SPEC CFP2000. Reference time
ired executior

Microsystems Ultra 10 computer configuration. Base ratio is the meas

compiler optimization which is required to be identic al for each

1 percents . SPECfp_base2000 is the geormetric mez

would be 100 for the reference computer system. The Compaq AlphaServer ES40 6/667 uses a 667 MHz Alpha
f-chip tertiary cache. The IBM eServer pSeries 640 uses a 375 MHz Pow

V(820 uses a 1000 MHz Pentium Il processor with a 256 KB on-

ated by conservative

erence time and is expressed as a

21164A microprocessor and an 8 MB of

CPU and a 4 MB off-chip secondary cache. The Intel
chip secondary cache spec.org)

Data are from the SPEC We b site (www.

hts computed m part (a) of this exercise. calculate

b. [15] <1.5> Using the weig
14 programs n

the weighted arithmetic means of the execution times of the
Figure 1.36

1.15  [15/20/15] <1.5> "The only consistent and reliable measure of performance is the
execution time of real programs™ [page 23]

[15] <1.5> For the execution time of a real program on a given computer sys-

a.
tem to have a meaningful value. two conditions must be satisfied. One has to
Jo with the conditions within the computet system at the time of measure
ment. and the other has to do with the measured program itself. What are the
conditions?

b. [20] <1.5> Programs such as operating systems. Web servers, device drivers.

CP/IP stacks are intended to either not terminate or terminate only upon

.lI'|L|. I
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1.16

nialy of ¢ 7] [ 1
s of ( “on Hiler Ly J R

an exceptional condition. Is thro 1iput (work per unit time) a4 Consistent g
I I

1

reliable performance measure for these programs? Why. or hy not?

| <1.5> The tundamental unit of work that is of interest for programs s

as Web servers and datah: I8¢ systems s the transaction Many computer

tems are able to pipeline the processing of transactions, thus overapg

ransaction execution times. Whai performance measurement error dogs

use of throughput rather than transaction execution time avoid?
[15/15/15] <1.6> Three enhancements with the follow ing speedups are propas
for a new architecture:

Spucdlip, =30

Speedup, = 20

Speedup,

Only one enhancement is usable at a time

a. <1.6> If enhancements | and 2 are each usable tor 259 of the time, y

fraction of the time musi gnhnumull 3 be used to achieve an ovens
speedup of 107

b. [15]<1.6> Assume the enhancements can be used 25%, 35%, and 109 of i
time for enhancements 1. 2 and 3, respectively. For what fraction of {

reduced execution time 1s no enhancement in yse?

C. [15] <1.6> Assume. for some benchmark. the possible fraction of yse i I§
for L.th ol enhancements | and 2 and 70 o for enhancement 3. We want |
maximize performance., If only one enhancement can be implemented, whi
should it be? If two enhancements can be implemented, which should f

chosen?

|J'L"_"Jl.'l_.'i'.'l_.-rﬁ.-"Il}| <l.6, 1.9> Your company has a benchmark that is considers
fepresentative of your typical applications, An embedded processor under cong
cration to support your task does not ha e a Hoating-point unit and must emula
cach floating-point instruction by a sequence of integer instructions. This proces
soris rated at 120 MIPS on the benchmark. A third-party vendor offers g compa
ible coprocessor to boost performance. That coprocessor exec ‘utes each floating
point instruction in hardware (i.e., no ¢ emulation 15 nece ssary). The processy
coprocessor combination rates 80 MIPS on the same -\.HLJH“;HJ\ I'he following

symbols are used to answey parts (a)—(e) of this exercise:
-Number of Integer mstructions executed on the benchmark
F—Number of foating-point instructions executed on the benchmark

Number of integer ins tructions to emulate one Hoating-point instruction

W—Time to execute the benchmark on the processor alone

s—Time o execute the benchmark on the processor/coprocessor combination

a. [10] <1.6, 1.95> Write dan equation for the MIPS r dlting of each configuratiog

using the symbols ahove
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[10] <1.6> For the conheuration without the coprocessor. we measure that

¥ =50, and W = 4 seconds. Find 7
c. [10] =1.6> What is the value of 87
d. |15] <1.6.1.9> What is the MFLOPS rating of the system with the coprocessor?!

e. [10] <1.6, 1.9> Your colleague wants to purchase the coprocessor even though
the MIPS rating for the configuration using the coprocessor is less than that of
the processor alone. Is your colleague's evaluation correct? Delend your

ANSWCETL

[10/12] <1.6. 1.9> One problem cited with MFLOPS as a measure is that no all
FLOPS are created equal. To overcome this problem. normalized or weighted
MFLOPS measures were developed. Figure 1.37 shows how the authors of the
“Livermore Loops™ benchmark calculate the number of normalized Hoating-point
operations per program according 1o the operations actually found in the source
code. Thus, the native MFLOPS rating is not the same as the normalized

VFLOPS rating reported in the supercomputer literature, which has come as a

surprise to a few computer designers
Let’s examine the effects of this weighted MFLOPS measure. The SPEC

[

CEFP2000 171 .swim program runs on the Compag AlphaServer ES40 in 287 sec-

onds. The number of Aoating-point operations executed in that program are listed

in Figure 1.38.

a. |10] <1.6, 1.9> What is the native MFLOPS for 171.swim on a Compagq
AlphaServer ES40?

b. [12] <1.6, 1.9> Using the conversions in Figure 1.37. what is the normalized
MFLOPS?

[30] <1.5. 1.9> Devise a program in C that gets the peak MIPS rating for a com-

puter. Run it on two machines to calculate the peak MIPS. Now run SPEC

CINT2000 176.2cc on both machines. How well do peak MIPS predict perfor-

mance of 176.gcc?

Real FP operations Normalized FP operations
Add, Subtract. Compare. Multiply |
Divide. Square rool 4

Funchions (Exponentiation, Sin. .. .)

er of

Figure 1.37 Real versus normalized floating-point operations. The numt
normalized floating-point operations per real operation in a program used by the
rmore FORTRAN kernels, or “Livermore Loops,” to calculate MFLOPS.
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Figure 1.38 Floating-point ope

rations in SPEC CFP2000 171.swim.
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[20] <1.7> Now the workload for the
I

text document. checks spelling, finds no errors. and finally prints the

(a) 1s as follows: g
user launches

Processi
I

e e of an existing fives

document to an inkjet printes Suppose the exceution time for this benchmark
on the slowest clock rate model is | minute and 30 seconds apportioned i

this wayv: 5 seconds (o load th

ram and the chosen dog-

ument hle from disk to memory, 5 seconds for the user to invoke spell check

mng. I second ell checking 1o complere 0 absort

¢nlormation lne errors
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User think time—the time it takes tor a human to respond alter waiting for a
computer reply in interactive use—improves significantly when the computer
can respond to a command quickly because the user mamtains better mental

-

focus. Assume that for computer response times less than 2 s ds, any

computer response time improvement is matched by double that amount ol
improvement in the human response time, bounded by a 0.5 second minimum

human response time.

What 1s the clock speedup and word-processing benchmark speedup for e
pair of computer models? Discuss the importance ol a faster processor fol
this workload.

‘b-hased store and

C |_‘.:‘ <|. 7= Choose

L desktop computer vendor that has a

find the price for three systems that are configured 1dentically except for pro

cessor clock rate. What is the relative price performance for cach system il

1
(4]

rmined only by processor clock spee

vorkload execcution time s d

nce (5 per second) lor each

MHz)? What 1s the relat price perform

workload execution tume total of 100 seconds on the slow

luring :

syslem i

est system, the processor is busy 5% ol the time and other system components

and/or the user are busy the other 95% ol the nme?!

[30] <1.5. 1.7> Find results from different benchmark sets, for example. PC ver
sus SPEC benchmarks, and compare their performance measurements for two

related processors, such as the Pentium L and Pentium 4. Discuss reasons for the

differences in pe mance.

[20] <1.5. 1.8 Assume that typical power consumption for the 667 MHz

21164A, 375 MHz Power3-11, and 1000 MHz Pentium L1 processors is 50, 2

and 35 W, respectively. Using data from Figure 1.36 and scaling to the p

mance of the relatve performance and

¢ Pentium 111 create o graph showi

of these three processors for 171 swim,

the relative performance per wi

183.equake. 301.apsi. and SPECIp_base2000

[25] <1.4. |8 for a desktop computer system besides price and

performance might include reducing size and noise. Assume that room air 1s

Develop a . similar to the cost mox

avatlable tor cooli

[.10. that idenufies the sources of additional system demands for power caused
by a watt of processor power and includes the transition from passive, convective
airllow to forced airflow cooling. Develop an analogous model showing the effect

SSOI POWEr 0n system volume. Describe the effect that processor power

|\||\.__

consumption has on system noise and size

Discussion] <1.5> What is an interpretation of the geometric mean of execution

» LA

v > the advantages and disadvantages of using (a) total

mes’

hat do vou think

execution times versus (b) weighted arithmetic means of execution times using

equal running time on the SPARC versus (¢) geometric means ol rutios ol speed

1ne by SPEC200t0)?

1o the SPARC (used as the reterence mu
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|30] <1.5> SPEC2000 proerams

> often compiled at levels of optimizati

are almost never used by software that i1s sold commercially—and somelmg

using compilers that no one would use i a real product. Rerun SPEC2000

erams on machines for whicl

but this time run b

vou can find official ratings

nes of the programs compiled with simple optimization and no optimiza

Does relative performance chang

What do yvou conclude about the mac
vbout SPEC2001)?
[Discussion] <1.5> PC benchmark suites use scripts to run programs as fags

possible, that is, with no user think time, the time a real user would spend unds

standing the current program output before providing the next user input, Als

be sure to exercise new features of the latest version

i the benchmark progs

apparently they exercise every option once. What are the disadvantages of

approach? Can you think of compiler or architecture tec

iques that improve pa
tormance for real users but are penalized by this style of benchmarking?

[Discussion| < 1.6 Amdahl's L

makes 1t clear that to deliver substanti;

tormance improvement, a design enhancement must be usable a large fractio

the time. With this principle in mind. examine the table of contents for this|
I

(8

etermine the major themes ol computer de n that are covered and the ra |

ol \-|‘\'L_I;iL' ‘:CLhE]l‘li.lIL"-. .‘.|.|‘.II| the o1 |l1|'.'|\\, and discuss the extent to '\'-:“'

1 ' i “ I 4 ) 1 1 y e
ndahl’s Law 1s a useful dimension on which to organize the study of compu

\lL".l\' 1.




