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Introduction
Analysis of variance is called ANOVA.
ANOVA is used to compare and statistically 
test the difference between at least two groups 
(i.e. at least two sample means).

Example: The average number of years of 
education is different for men than women.  
Example: The average degree of racial tolerance is 
different for people of different religions (Catholic, 
Jewish, Protestant, other).



Introduction

Groups in ANOVA are numbered from 1 to j 
where j is the number of groups.
ANOVA tests the null hypothesis that all j sample 
means come from the same population and 
therefore or all equal to 1) each other, and 2) the 
mean without regard to group membership.

0 1 2: jH µ µ µ= = =…



Introduction
The alternative hypothesis is that at least one sample mean 
comes from a population that has a different mean than the 
population associated with the remaining sample means.
Rejecting the null hypothesis implies one of the following:

1 1 2: jH µ µ µ≠ ≠ ≠…
1. Each population mean differs from every other mean:

2. Some subsets among the population means differ from one 
another (e.g. µ1 is different from µ2 but is the same as µ3 and 
µ4).

3. Some combination of means are different from a single mean 
or combination of means from other groups (e.g. µ2 differs 
from the average of µ3 and µ4.



Effects of Variables
If the j group means all equal each other, then 
they also will equal the population mean, µ.
We use this idea to measure the effect of being 
in a group on a dependent variable.

where : 

the effect

= the mean of  group j

the overall or grand mean
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Effects Example

62.28-58.60=3.68West, µW=62.28

52.84-58.60=-5.76Northeast, µN=52.84

59.73-58.60=1.13Midwest, µM=59.73

58.91-58.60=0.31South, µS=58.91

Grand Mean, µsexfreq=58.60
EffectsMeans (n=2,320)

Average Sexual Frequency by Region

1998 General Social Survey



Effects Example

0 : S M N WH µ µ µ µ= = =



The ANOVA Model
ANOVA tries to report the proportion of the variation in a 
dependent variable that can be attributed to an observation (i) 
being in a group (j).
Each observation can be broken down or decomposed into 
three components:

ij j ijY eµ α= + +
Where:

Yij = the score of the ith observation in the jth group
µ = the grand mean common to all groups
αj = the effect of group j, common to every observation in that group
eij = the error score, unique to the ith observation in the jth group



The ANOVA Model

Rearranging terms we see that the error term, or residual, is 
the part of the observed score that cannot be attributed to either 
the common component or the group component.
Error terms are discrepancies between observed scores and 
those predicted by group membership.

ij j ijY eµ α= + + ij ij je Y µ α= − −



The ANOVA Table: Sum of Squares

( ) ( )22
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Slow Normal Fast
j=1 j=2 j=3

i=1 23 27 23
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The ANOVA Table: Sum of Squares
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1 1 1

jnjn

total i ij
i j i

SS Y Y Y Y
= = =

= − = −∑ ∑∑

Each observations deviation from the mean is a function of:
A) The deviation of each observation from it’s group mean, and
B) the deviation of each group mean from the grand mean
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The ANOVA Table: Sum of Squares

( )2

1

j

between j j
j

SS n Y Y
=

= −∑

The total sum of squares SStotal may also be decomposed into 
two parts:

( )2

1 1

jnj

within ij j
j i

SS Y Y
= =

= −∑∑
The within-group SS summarizes or reflects the operation of 
unmeasured or random factors.
The between-group SS summarizes the effects of the 
independent classification variable under study.

total withi

A B

n betweenSS SS SS= +�	
 ��	�




The ANOVA Table: Sum of Squares

If the null hypothesis is true, we would observe equal means in 
all j groups and the group means would equal the grand mean.

This means that the SSbetween is equal to zero, and therefore 
SSwithin is equal to SStotal.

In other words, all of the observed variation in the dependent 
measure Y is due to random error variance.

SStotal = SSwithin + SSbetween
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The ANOVA Table: Mean Squares
After calculating the sum of squares, the next step is 
to calculate the mean squares corresponding to 
SSbetween and SSwithin.
Each mean square is an estimate of a variance.

The first due to group effects
The second due to error.

If no group effect exists, the two estimates should be 
identical.
If a significant effect exists, SSbetween will be larger 
than SSwithin.



The ANOVA Table: Mean Squares
Mean squares are calculated by dividing the sum of 
squares by the appropriate degrees of freedom (df).

SSwithin is divided by n-j and is called mean square 
within, or MSwithin.
SSbetween is divided by j-1 and is called mean 
square between, or MSbetween.
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The ANOVA Table: F-Ratio
Logically, we can examine the ratio of the two mean 
squares, MSbetween to MSwithin.

If the categorization or independent measure has no effect, 
than this ratio will be small.
If the categorization or independent measure has an effect, 
the ratio will be large.

The ratio of two mean squares is distributed as F.

( )

( )

2

1

1,
2

1 1

1 1
j

j

j j
jbetween

between
j n j njwithinwithin

ij j
j i

n Y Y
SS

MS j jF SSMS
Y Yn j

n j

=

− −

= =

−

− −= = =

−−

−

∑

∑∑



ANOVA Table

n-1Total

n-jWithin

j-1Between

FMSdfSS
Source of 
Variation

ANOVA Table
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ANOVA Table

2,31910,240,012.757Total

4,411.9952,31610,218,179.844Within

1.6507,277.638321,832.913Between
FMSdfSS

Source of 
Variation

ANOVA Table

58.91
59.73 1998 GSS
52.84
62.28

58.60

South Midwest Northeast West

South

Midwest

Northeast

West

         

sexfreq

µ µ µ µ
µ

µ
µ

µ

= = =
=
=
=
=

=





ANOVA Example
A study was done to understand the influence of 
certain auditory and visual stimuli on the ability of 
people to recall spoken materials.

Specifically, what is the effect of lack of synchrony 
between auditory and visual cues upon retention of 
spoken words?

The study:
Thirty students randomly assigned to three groups.  Each 
group was shown a movie of someone reciting a list of 
fifty words.

• Group 1 (Fast): sound preceded lip movements.
• Group 2 (Normal): sound and lip movement in normal 

synchrony.
• Group 3 (Slow): lip movements precede sound.

Participants were asked to recall as many of the fifty 
words as possible

Research question: Is there a difference in the average 
word recall between these three groups?

232117
202619
173016
223623
242930
192529
251915
213318
242822
232723

SlowNormalFast



Steps in Hypothesis Testing
There are five basic steps in hypothesis testing:
1) Assume the null hypothesis of no difference
2) We have to have an idea about the range of outcomes if the null 

hypothesis is true.  We obtain this from an appropriate sampling 
distribution.

3) We have to decide or set a criterion for enough evidence to be 
convinced that the null hypothesis is false.  This is a significance level 
called alpha or α.

4) We have to go to the real world and collect data.  That is determine 
some sample statistic.

5) We compare 4 with 3 and reject or fail to reject the null hypothesis.  If 
the value we calculate falls in the critical region or exceeds the critical 
value associated with α, we must reject the null hypothesis; otherwise 
we fail to reject it.



Steps in Hypothesis Testing

There are five basic steps in hypothesis testing:
1) Assume the null hypothesis of no difference

0 1 2 3

1 1 2 3

:
:

H
H

µ µ µ
µ µ µ

= =
≠ ≠



Steps in Hypothesis Testing

There are five basic steps in hypothesis testing:
2) We have to have an idea about the range of 

outcomes if the null hypothesis is true.  We obtain 
this from an appropriate sampling distribution.

When comparing more than two or more means we can use 
an F-test.  Therefore, we use the F sampling distribution.



Steps in Hypothesis Testing
There are five basic steps in hypothesis testing:
3) We have to decide or set a criterion for enough 

evidence to be convinced that the null hypothesis 
is false.  This is a significance level called alpha or 
α.

Using α=0.05 with 2 and 27 degrees of 
freedom (j-1 and n-j, respectively, αcritical is 
equal to 3.35.

If our calculated F exceeds this value, we reject 
the null hypothesis, otherwise we fail to reject the 
null hypothesis.





Steps in Hypothesis Testing

There are five basic steps in hypothesis testing:
4) We have to go to the real world and collect data.  

That is determine some sample statistic.

In this case we need to calculate the within and 
between mean squares.



ANOVA Example

( )2

1 1

jnj

total ij
j i

SS Y Y
= =

= −∑∑

41.8217Slow

19.9519Slow

55.7516Slow

0.2223Slow

42.6830Slow

30.6229Slow

71.6815Slow

29.8818Slow

2.1522Slow

0.2223Slow

6.0821Normal

6.4226Normal

42.6830Normal

157.0836Normal

30.6229Normal

2.3525Normal

19.9519Normal

90.8833Normal

20.5528Normal

12.4827Normal

0.2223Fast

12.0220Fast

41.8217Fast

2.1522Fast

0.2824Fast

19.9519Fast

2.3525Fast

6.0821Fast

0.2824Fast

0.2223Fast

( ) ( ) ( )2 2 2
1,1 2,1 10,323 23.467 22 23.467 23 23.467

769.467
totalSS = − + − + + −

=

…

recall 23.467=



ANOVA Example
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2 2
1,2 2,2
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1,3 2,3

23 21.8 22 21.8
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ANOVA Example

( )2
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j

SS n Y Y
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21.800

27.400

21.200

23.467
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Normal

Slow

Recall

=

=

=

=

( ) ( ) ( )2 2 210 21.8 23.467 10 27.4 23.467 10 21.2 23.467
233.867

betweenSS = − + − + −

=

769.467 535.600 233.867
total within betweenSS SS SS= +

= +



ANOVA Example

n-1Total

n-jWithin

j-1Between

FMSdfSS
Source of 
Variation

ANOVA Table

( )2

1

j

between j j
j

SS n Y Y
=

= −∑ 1
between

between
SSMS

j
=

−

within
within

SSMS
n j

=
−

between

within

MS
MS

( )2

1 1

jnj

within ij j
j i

SS Y Y
= =

= −∑∑

( )2

1 1

jnj

total ij
j i

SS Y Y
= =

= −∑∑



ANOVA Example

29769.467Total
19.83727535.600Within

5.895116.9332233.867Between
FMSdfSS

Source of 
Variation

ANOVA Table



Steps in Hypothesis Testing
There are five basic steps in hypothesis testing:
5) We compare 4 with 3 and reject or fail to reject 

the null hypothesis.  If the value we calculate falls 
in the critical region or exceeds the critical value 
associated with α, we must reject the null 
hypothesis; otherwise we fail to reject it.

Fachieved is greater than Fcritical (5.895 > 3.35), 
so we reject the null hypothesis and conclude 
that at least one group mean statistically 
significantly differs from one of the other 
means.


