Abstract

This paper describes a technique to obtain a time dilation or contraction of an audio signal. Different Computer Graphics applications can take advantage of this technique. In real-time networked VR applications, such as teleconference or games, audio might be transmitted independently from the rest of the data. These different signals arrive asynchronously and need to be somehow resynchronized on the fly. In animation, it can help to automatically fit and merge pre-recorded sound samples to special timed events. It also makes it easier to accomplish special effects like lip-sync for dubbing or changing the voice of an animated character. Our technique tries to eliminate distortions by the replication of the original signal frequencies. Malvar wavelets are used to avoid clicking between segment transitions.
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1. Introduction

Audio information is becoming an important tool for Computer Graphics. Many applications either use audio to augment their effects or interaction or are intrinsically coupled with some audio information. In Virtual Reality applications audio effects synchronized with particular events can convey much more information. For example, the sound of a ball hitting a surface can give the user some hints about these objects’ properties.

Since audio has different properties and characteristics from other standard computer graphics objects, real-time networked applications (like VR, interactive games or teleconferencing), can choose to transmit and process it separately from the rest of the data. These different real-time data streams will arrive possibly out of synchronization, and somehow must be correctly realigned. One approach to solve this is to constantly shrink the audio stream when it is late, and expand it when it is ahead. In some lip-sync techniques video is generated or altered in order to match audio [4, 16]. In the particular case where the dubbing process just changes the speakers voice and not the contents, the right facial movement and expressions are already there, just in a different timing. In this situation it might be easier just to alter the lengths of segments of audio instead of manipulating the video. Video editing and post-processing can also take advantage of shrinking and stretching voice and audio signals to match specific video cuts.

In this paper we study the special case of time warping, where the object is a digital audio signal and the deforming operation will be applied over its geometric support: an interval of time.

The ultimate goal of this transformation is to change the duration of the digital audio signal without perceptual information change. This means that if the operation is applied to a human voice recording, the result would be recognizable as the same speaker pronouncing exactly the same content, but at a different “speed” (slower or faster).

Generic object warping operations have been used in many applications related to computer graphics (animation, multimedia, etc.) The ability to perform arbitrary changes and deformations of graphical objects allows many interesting and useful applications. The operation of warping and morphing has been studied in the overall setup of graphical objects in [9, 8]. This operation acts on both the shape and attributes of the graphical objects.

The organization of the paper is as follows: Section 2 briefly reviews previous works in this area; Section 3 discusses time warping in the time domain; Section 4 studies time-frequency representation of sound signals; Section 5 describes our method of applying a time-warping transformation in the frequency domain; Section 6 gives an example and discusses some applications.
2. Previous Work

The first attempt to develop a time warping transformation is the technique of Dynamic Time Warping (DTW) described in [17] and [7]. This method “extends” the signal length by replication or/and elimination of samples. This approach has been in use for size matching reference and input frames for speech recognition.

In computational music, there is a long list of works dealing with transformations; some of them take the same direction we will describe below. In [3] and [2], the authors use a Gabor time × frequency representation and take great care about the “legality” of its transformation results. Special attention is taken to the phase component of the image. In [13] and [14] wavelet transforms are the tool for the transformations. In these cases, the working tools are continuous-time transforms, implying in harder, and sometimes not so efficient implementations.

There is some interesting work that is being developed in sound processing and manipulation, [1].

Our approach is novel in two ways. First we use a discrete transform, which allows fast and efficient implementation. Second, by the choice of this transform: local cosine basis, which is a real orthonormal transformation (perfect reconstruction) that achieves window overlapping and dismisses the care in the “phase” component.

3. Time Warping in Time Domain

The simplest way to describe an audio signal is to use a temporal representation. Mathematically, an audio signal is a function that measures the air pressure variation over time. This can be mapped in a straightforwardly way to the graphical object notation described in [9]. The time interval where the sound occurs is the geometric support, and the air pressure will be its attribute function.

Given an audio signal $f: [a, b] \rightarrow \mathbb{R}$, where $[a, b]$ is the time interval, and a function $T: [a, b] \rightarrow [c, d]$, we can obtain a new audio signal $g: [c, d] \rightarrow \mathbb{R},$ where $c = T(a)$, $d = T(b)$ and $g(t) = f(T(t)).$ Mathematically this is just a reparameterization of the time interval. When $T$ is an affine transformation, we have

$$T(t) = \frac{t - a}{b - a}(d - c) + c.$$  \hspace{1cm} (1)

In this way a time dilation or a time contraction are described. From now on, we shall suppose that time dilation or contraction will be done using affine mappings as in (1). A simple example of time dilation is illustrated in Figure 1 for a sinusoidal signal.

The Dynamic Time Warping method [17, 7] implements a transformation similar to this, working with the discrete representation of the audio.

![Figure 1. Expansion in time domain.](image)

It is well known that a more robust approach is to reconstruct the audio signal, apply the time warping, and resample it again. In fact, since the time transformation might introduce high frequencies, it is advisable to filter some high frequencies before resampling. This is a well-known operation called sampling rate conversion in the area of signal processing, and resampling in the context of warping and morphing [10].

Since the human auditory perception is related to the oscillations of the air pressure, it is essential to the analysis of the spectral effects of the transformation. From Fourier Analysis we have:

$$f(at) \leftrightarrow \frac{1}{|a|} \hat{f}(\frac{\omega}{a}),$$

where $\hat{f}(\omega) = \mathcal{F}\{f(t)\}(\omega)$.

Therefore, it becomes clear that a simple time compression/dilation will also change the frequencies components of the original signal, creating undesirable perceptual distortions. In fact, a naive time dilation or compression, perceptually produces the effect of playing an old vinyl long-play played at a wrong rotation.

To accomplish time-warping operations correctly, we must take into account the close relationship between time and frequency in an audio signal.

4. Time × Frequency Representation

A logical improvement is to use a better representation of the audio signal, describing both time and spectral localization characteristics. There is vast signal processing literature concerning this theory, such as [12, 5, 6].

The two most common linear time × frequency representation are the Window Fourier Transform (WFT), also called Short Time Fourier Transform, and the Wavelet Transform. Each has its pros and cons. We have chosen the Local Cosine Transforms [15]. This transform is also called Malvar Wavelets; for a detailed discussion, see [19].

The Malvar wavelets have two relevant advantages over the Window Fourier Transform:

1. It is a real transform based on the Discrete Cosine Transform-IV [18]. This avoids the need for special care of the phase component.
2. It is an orthogonal transform, although its windows (which do not need to have the same size) overlap.

The overlapping is responsible for the elimination (or considerable reduction) of the undesirable clicking, that usually appears after synthesis and manipulation using the WFT representations (due to discontinuities in the boundaries of adjoining windows).

The forward transform is accomplished in two steps: first a “folding” operation is done on each segment, which will in some sense add the neighbors’ border information to each window; then, a normal DCT-IV is executed. This folding operation must be carefully projected such that an orthonormal transformation is achieved at the end. A whole family of this step is described in [19] and [11].

The inverse transform is also done in two steps: the normal DCT-IV (which is its own inverse), followed by the unfold operation.

Some of the different elements of this basis can be seen in Figure 2. Figure 3 illustrates the overlapping of different basis elements. They are carefully constructed such as to preserve orthonormality.

5. Time Warping in Time × Frequency Domain

When an audio signal is represented in a time-frequency domain, it can be regarded as a continuous 2D image. The support is a rectangle whose horizontal axis represents the time support of the phenomenon, and whose vertical axis represents the frequency axis (from 0 to \( \pi \)). The bottom picture in Figure 4 shows the time \( \times \) frequency representation of the audio signal shown on the top.

The time warping operation in the frequency domain uses an affine dilation on the time axis of the time-frequency representation (i.e., we scale the image on the time axis). We transform the audio signal, apply the time scaling (dilation or compression), and reconstruct the audio in the time domain using the inverse transform. This is illustrated in Figure 5: (a) shows the time-frequency representation; (b) shows the original audio signal in time domain; (c) shows the time dilation of the representation in (a), and (d) shows the reconstructed audio signal in time domain after the time warping operation of (c).

Since regions of the image represent the presence of certain frequency components in the time segment limited by its boundaries, its stretching is responsible for a replication of the oscillations (prolonging the phenomenon in the expansion case).

6. Examples and Applications

Figure 6 shows a time dilation applied to a digital speech recording of the word “safrira” ([safr’ira], sapphire in Portuguese) at 8 kHz with 8 bits per sample with a expansion of 50% using a 512-sample window. In (a), we show the original audio in time domain; in (b) we show the time-frequency representation; in (c) we show the time dilation in time-frequency domain, and in (d) we show the recon-
structed audio waveform in time domain.

Although at this scale, the time dilation only seems to have accomplished a simple time-stretching, this is not the truth. Figure 7 shows an amplified image of the time representation region between samples 2000 and 3000. Figure 7 (a) corresponds to the original sound, and Figure 7 (b) is the warped sound. Observe carefully that the number of “peaks” of the warped sound is twice that number in the original sound.

Note that some oscillations were not “stretched” (observe on Figure 6 the “slow” oscillations between samples 3000 and 4000). This undesirable result has to do with the windowing partitioning done underlying the whole process. It is impossible to stretch or compress oscillations that are not enclosed in one full window. Although one can always use a larger window, there is a certain price to be paid: according to the uncertainty principle, the larger the window, the more temporal localization is lost.

It was observed that for large expansions (around 100%) of speech signals the results start to present some severe perceptual problems. This is because the warping process was being applied uniformly, and in real speech some transient portions have always the same temporal length, no matter how slowly the speaker is talking.

For a correct result, it would be necessary to accomplish a temporal segmentation of the speech signal, identify which segments are “allowed” to be warped and how much, and after that glue everything together again. Unfortunately,
neither of these tasks is easy.

In virtual reality, interactive games and real-time teleconference applications audio is transmitted apart from the rest of data, and sometimes they lose synchronism. One possible way to achieve the correct correspondence again is to modify the sound track slightly, inside a much more complex control system. This can be easily done using our method described here.

Other typical applications of this transformation are non-linear editing of audio and video sequences and film dubbing (lip-sync). In these applications sometimes the speech part of the audio is recorded completely independently from the video. This makes a posteriori synchronization of audio and video tracks a really difficult task. By slight adjustments of the length of different segments of the audio track, it is then possible to match image with sound information, without significant distortion.

Another application is in speech recognition and speaker identification systems, where it is important to match “segments” of the signal with some reference frames. Unfortunately the real segment will never have the same “length” as the reference, so some kind of time warping has to be done. This is mostly done with DTW. Eventually, the distortion caused by the warping process can compromise the overall performance of the system.

7. Conclusion and Future Work

We have presented a technique to compute time warping of audio signals. The technique works on a time-frequency representation of the audio signal, using Malvar wavelets.

Our method does not rely on any audio or speech specific attribute (like formants or specific sampling rate), it uses and replicates periodic information. We are currently studying how to apply this technique for animation and motion capture signals that have these periodic characteristics.
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