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Abstract


Application of computer vision to track changes in human facial expressions during long-duration spaceflight may be a useful way to unobtrusively detect the presence of stress during critical operations. To develop such an approach, we applied optical computer recognition (OCR) algorithms for detecting facial changes during performance while people experienced both low- and high-stressor performance demands. Workload and social feedback were used to vary performance stress in 60 healthy adults (29 men, 31 women; mean age 30 yr). High-stressor scenarios involved more difficult performance tasks, negative social feedback, and greater time pressure relative to low-workload scenarios. Stress reactions were tracked using self-report ratings, salivary cortisol, and heart rate. Subjects also completed personality, mood, and alexithymia questionnaires. To bootstrap development of the OCR algorithm, we had a human observer, blind to stressor condition, identify the expressive elements of the face of people undergoing high- vs. low-stressor performance. Different sets of videos of subjects’ faces during performance conditions were used for OCR algorithm training. Subjective ratings of stress, task difficulty, effort required, frustration, and negative mood were significantly increased during high-stressor performance bouts relative to low-stressor bouts (all p < 0.01). The OCR algorithm was refined to provide robust 3-d tracking of facial expressions during head movement. Movements of eyebrows and asymmetries in the face were extracted. These parameters were used in a Hidden Markov model to identify high- and low-stressor conditions. Preliminary results suggest that an OCR algorithm using mouth and eyebrow regions has the potential to discriminate high- from low-stressor performance bouts in 75–88% of subjects. The validity of the workload paradigm to induce differential levels of stress in facial expressions was established. The paradigm also provided the basic stress-related facial expressions required to establish a prototypical OCR algorithm to detect such changes. Efforts are underway to further improve the OCR algorithm by adding facial touching and automating application of the deformable masks and OCR algorithms to video footage of the moving faces as a prelude to blind validation of the automated approach.
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Introduction

Face

Astronauts are required to perform mission-critical tasks at a high level of functional capability throughout spaceflight. While they can be trained to cope with, and/or adapt to some stressors of space-flight, stressful reactions can and have occurred during long-duration missions, especially when operational performance demands become elevated when unexpected and/or underestimated operational requirements occurred while crews were already experiencing work-related stressors (13,28,42,43,52,57,66). In some of these instances, stressed flight crews have withdrawn from voice communications with ground controllers (7,66), or when pressed to continue performing, made errors that could have jeopardized the mission (13,28). Consequently, there is a need to identify when during operational demands astronauts are experiencing behavioral stress associated with performance demands. This is especially important as mission durations increase in length and ultimately involve flight to other locations in the solar system.

Facial Expressions of Stress

Measurement of human emotional expressions via the face, including negative affect and distress, dates back to Darwin (14), but in recent years has been undergoing extensive scientific study (46). Although cultural differences can intensify facial expression of emotions (53), there is considerable scientific evidence that select emotions are communicated in distinct facial displays across cultures, age, and gender (45). Because many techniques for monitoring stress reactions are impractical, unreliable, or obtrusive in spaceflight, we seek to develop a novel, objective, unobtrusive computer vision system to continuously track facial expressions during performance demands, to detect when
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performance-impairing stress reactions may be present during work.

Measurements of specific facial expressions as correlates of emotional states have historically been based on either electromyographic (EMG) recordings of facial muscles (45,47,60,70), or temporally static 2-dimensional pictures scored by human observers using standardized criteria such as the facial affect coding system (FACS) developed by Ekman (25–27). Both EMG and the FACS can be used to identify specific prototypical emotional states (e.g., surprise, sadness, fear, anger) with a relatively high degree of accuracy (27). However, despite their precision and accuracy, neither technique is practical for use in spaceflight. Facial EMG is an intrusive measure, and the FACS is impractical due to its reliance on human observation. An online, optically based computerized recognition system for measuring behavioral stress via facial expressions may be able to overcome the practical limitations of these techniques. To help identify the development of neurobehavioral dysfunction before it becomes clinically or operationally significant, an optical computer recognition (OCR) system needs to be a valid, reliable, and practical monitor of stress reactions expressed in the face. It must also have capabilities beyond current computer-based systems for facial recognition (31,41,49,65,78).

OCR of Facial Expressions

Existing approaches to optical tracking and recognition of facial expressions can be classified into two-dimensional and three-dimensional methods. Two-dimensional methods typically seek to recognize the characteristics of the face directly from two-dimensional decompositions and transformations of the image (2,48,73). The primary drawback of these approaches is that they are not sensitive to rotations and translations of the face. As a result, there are tight constraints on the posture of the face with respect to the camera which are not acceptable for monitoring humans at work. In contrast, three-dimensional methods typically use deformable models to track the face. These models yield a three-dimensional parameterization of the face—either of coordinates of points on the face, or of more complex building blocks, such as the shape of the cheeks. These parameterizations can then be used in the OCR algorithm. Existing tracking methods use edge-based features or optical flow as input from the images. When both optical flow and deformable models have been used, the computation of the optical flow and the model’s deformations have not been coupled (30,31,36,51), which leads to inaccuracies in tracking. To overcome these limitations, Metaxas and colleagues (15–18) developed a formal framework for the integration of edges and optical flow within a deformable model framework and applied it to facial shape and motion estimation. This method tracks the three-dimensional shape of the face from one single camera with a deformable model, while coupling it with optical flow in the form of a constraint.

Tracking of the face alone, however, is not enough. An effective OCR system must be capable of recognizing facial expressions from the results of the tracking. Bartlett and colleagues (2) have been able to recognize relatively subtle facial expression units using a two-dimensional-based hybrid between neural networks and optical flow-based computations within the limitations of two-dimensional-based approaches. Essa and Pentland have successfully recognized some of the classical expressions, such as surprise and anger (30,31), but their approach is limited by the accuracy of their three-dimensional (3D) tracking methods. The 3D shape estimation and motion tracking of articulated objects in general is a difficult research problem. The main difficulties stem from the complex 3D motions of humans and occlusion. There have been a series of efforts to model, estimate, and track humans and their body parts (4,5,19,31,33,37–40,48,50,58,59,61,67,74–77). The success of these methods depends largely on the proper integration of the visual cues used for shape and motion estimation.

Our optical computer recognition approach uses deformable model theory and statistical methods for the estimation of human facial expressions and motions. Deformable models have been used in a variety of areas and applications in computer vision for tracking and shape estimation (19,32,63). Most of these approaches have been deterministic; that is, they did not address the statistical uncertainties inherent in tracking images and fitting models to a particular shape or image. Statistical methods to address these issues have recently been introduced and explored, but these methods do not scale well with the number of parameters to be estimated or else make assumptions about the shape and the characteristics of the probability distribution functions. Generally, little is known about these functions except their bounds. We have used deformable model theory and augmented it with novel algorithms for detection of human expressions, as well as stochastic methods based on Affine arithmetic to embed deformable models within a statistical framework. This method was developed specifically to track faces (34). Unlike many previous statistical approaches in computer vision, this approach avoids making assumptions about the probability distribution functions, and scales well with the number of parameters used in the deformable model description.

Rather than attempting to identify specific emotional states, our OCR system was devised to identify facial expressions evoked in response to elevated performance demands (i.e., a behavioral stressor condition). It is possible that such reactions may be individually unique and comprised of different expressions of negative affect. Therefore, we believe it is more appropriate to assess these expressions relative to subjective impressions of stress and frustration rather than to assume correspondence to a specific affective expression (e.g., sadness, anger, or fear). Once the validity and reliability of the OCR system is established, we can address whether there is merit to training the system further to detect specific affective states. In this paper we describe the development of our optical computer recognition approach for recognizing facial reactions to stress induced by variations in cognitive performance demands.
OPTICAL COMPUTER STRESS RECOGNITION—DINGES ET AL.

METHODS

An experiment designed to vary stress reactions using performance demands was conducted on 60 healthy adults (29 men, 31 women; mean age = 30 \pm 6.8 yr). Body mass index for all subjects was within 15% of normal. In order to participate, individuals needed to have a stable, normally timed sleep-wake cycle, be free of alcohol or drug abuse, and be non-smokers. Subjects with current depression as determined by the Beck Depression Inventory (3) were screened out of the study. Eyewear was not allowed (except for contact lenses), as glasses obscure facial features that must be visualized by the optical recognition system. The experimental procedures and informed consent were approved by the Institutional Review Board of the University of Pennsylvania.

Procedures

During the in-laboratory session, subjects completed questionnaires measuring aspects of personality, mood, stress perception, and coping strategies to determine if variations on these psychological parameters related to the identification of facial expressions of stress. These scales included: the Toronto Alexithymia Scale (71); State/Trait Anxiety Index (68); Beck Depression Inventory (3); Perceived Stress Scale (10); Life Orientation Test (64); The COPE Inventory (9); Distress Inventory; Morningness/Eveningness Questionnaire (35); Millon Index of Personality Styles (56); Rotter’s Locus of Control (62); Pittsburgh Sleep Quality Index (8); Marlowe-Crowne Social Desirability Scale (12); and Penn State Worry Questionnaire (55).

On arriving at the laboratory, subjects had EKG electrodes attached, saliva collection procedures explained, practiced the performance tasks, and completed several questionnaires. We used standardized performance tasks presented from a computerized neurobehavioral test battery that we developed and validated in previous experiments (22,24). Videos of the face were acquired during cognitive performance testing, and stress reactions were tracked during both low and high workload stressor conditions using self-report visual analogue ratings and mood scores, salivary cortisol, and heart rate.

Subjects were studied twice during both low and high workload performance demands—once to provide data to train the OCR algorithm, and once to provide data to “test” the algorithm. High workload scenarios induced greater stress by involving more difficult performance tasks, negative social feedback, and greater time pressure relative to low workload scenarios. In addition, stress was further increased by social feedback. Periodically throughout low and high workload test bouts, on-screen feedback was provided. During the low workload periods, this feedback was positive (i.e., low-stressor scenario). During the high workload periods, feedback was negative (i.e., high-stressor scenario). Social feedback within each type of stressor scenario was identical for all subjects and independent of subjects’ actual performance levels. Stress reactions were tracked using self-report ratings, salivary cortisol, and heart rate (the physiological data will be reported elsewhere).

Workload tasks: The following tasks were administered to subjects in an easy version during the low workload test bouts and a more difficult version during the high workload test bouts: the Stroop word-color interference task (69), the psychomotor vigilance task (23), the probed recall memory (20), the descending subtraction task (21), the visual memory task, the digit symbol substitution task, the serial addition subtraction task (72), the synthetic workload task (29), the meter reading task, the logical reasoning task (1), and the Haylings sentence completion task (6). High workload versions of the tasks required more attention and skill and faster responding.

Subjective measures of mood and stress: Before and after every workload bout subjects responded to visual analogue scales for alertness, mental and physical fatigue, exhaustion, and stress. Following each workload bout, subjects completed the Profile of Mood States (POMS), an adjective checklist for assessing six dimensions of mood (fatigue-inertia, vigor-activity, confusion-bewilderment, tension-anxiety, anger-hostility, depression-dejection) and overall general mood disturbance (54). Following every task, subjects completed visual analogue scales to rate distress, effort, frustration, and difficulty of tasks along with pre- and post-test stress questionnaires assessing subjects’ perception of how stressed they felt at that point in time.

Human Recognition of Stress Expressed in the Face

Videos of subjects’ faces were made throughout both low-stressor and high-stressor scenarios. They were blind coded for analyses without audio information. To bootstrap development of the OCR algorithm by providing information on facial expressions that discriminated low- and high-stressor conditions, we had a human observer blind to stressor condition attempt to identify the expressive elements of the face associated with subjects undergoing high- vs. low-stressor performance scenarios. The human scorer used a facial scoring tool based in part on the facial affect coding system of Ekman (25–27) and correctly classified (as low- vs. high-stressor) 85% of facial videos in the 60 subjects. This is well above chance, and indicates the minimum standard against which to judge the OCR algorithm of facial expressions being developed. We compared human scorer-identified facial changes when accurate vs. inaccurate. Accuracy was found to be higher when subjects showed more left eyebrow movements, biting of the lower lip, simultaneous lateral movements of the lips, and more total body movements in high workload conditions than during low workload conditions (all \( p < 0.05 \)). For faces correctly classified by the human observer into high-stressor vs. low-stressor performance conditions, these human-scored aspects of facial expressions served to help inform (bootstrap) the development of the discrimination algorithm for the optical computer algorithm.
mood disturbance scores (demands induced a significant elevation in POMS total low workload demands. In addition, high workload significantly increased these negative experiences relative to cases high workload performance demands significantly. There was a significant decrease in stress ratings immediately after the first (low workload) bout (p = 0.001). For both of the high workload test bouts (1 and 2) there were significant increases in subjective ratings of general stress from the beginning to the end of the bouts (p < 0.001).

Development of the Optical Computer Recognition Algorithm and Deformable Masks

Significant advances in programming and enhancement of the capabilities of the computer recognition algorithm were completed to develop a technique for robust 3D tracking of facial expression. Using this approach, numerous low-level, well-known computer vision algorithms were initially used to extract two-dimensional (2D) information (tracking single points, edges, shading, and optical flow) from a video-recording of the face. A newly developed statistical technique, referred to as cue integration, uses principles of Affine arithmetic and Gaussian distribution mathematics to combine information from these low-level algorithms using a maximum likelihood estimator to perform optimal data fusion. The integrated information is used to construct a deformable model or 3D surface representation of the face. Put simply, the new technique, developed by Metaxas and colleagues (34), allowed the translation of 2D video footage to a form that could be used for tracking the 3D orientation and translation of the face, as well as parameters that described the movement of eyebrows, mouth, etc. This novel technology provided an unobtrusive mechanism for the measurement of changes in facial expression and formed the initial OCR algorithm detection of facial changes.

RESULTS

Performance Workload and Stress Ratings

Fig. 1 reveals that subjects’ ratings of general stress level during performance tests increased significantly following completion of high workload test bouts compared with low workload test bouts. Virtually identical profiles were found for ratings of difficulty of tasks, effort required to perform, and frustration (Fig. 2). In all cases high workload performance demands significantly increased these negative experiences relative to low workload demands. In addition, high workload demands induced a significant elevation in POMS total mood disturbance scores (Fig. 3), as well as significantly more negative moods reports for all POMS subscales (tension-anxiety, anger-hostility, depression-dejection, confusion-bewilderment, fatigue-inertia, vigor-activity; all p < 0.01). As expected, subjects performed significantly worse on the performance tasks in the high workload (high stressor) bout than they did in the low workload (low stressor) bout (all p < 0.01).

Alexithymia

A concern in development of OCR of facial expressions of stress in spaceflight was the belief that astronauts may (learn to) be alexithymic and hence would not express feelings of distress in their faces. Persons who are alexithymic have difficulty identifying and describing their feelings, difficulty distinguishing between their feelings and bodily sensations, and a preoccupation with external events. We assessed whether there was a relationship between alexithymia and the subjective ratings of stress induced by high workload demands. The distribution of alexithymia scores across our sample of 60 healthy adults revealed that although the majority fell within the normal range, approximately 25% were classified as mild to moderately alexithymic (i.e., score of 63 to 80; see Fig. 4). Consistent with the scientific literature (44,71), alexithymia scores were positively correlated with ratings of subjective stress during the high workload bouts (p = 0.34, p = 0.011) and with total mood disturbance on the POMS (p = 0.33, p = 0.021), but not with ratings of task difficulty, effort required, or frustration. Future studies will evaluate the accuracy of the OCR algorithm of facial stress as a function of alexithymia and the effects of microgravity on facial edema.

Optical Computer Recognition of Stress Expressed in the Face

Static, two-dimensional facial expressions from two subjects are shown in Fig. 5, illustrating some of the performance-induced expressions seen in the experiment. Fig. 6 illustrates how the optical computer recognition algorithm has evolved to significantly increase the quality, properties, and precision of the deformable face mask relative to facial areas of interest in stress expression (e.g., eyebrows, forehead, mouth). In the first generation of the mask (Fig. 6A) we used a simple discretization of the face, with only 192 nodes. The model had seven parameters to describe the rigid transformation of the face, and one to describe eyebrow movement. Although simple and easy to handle, this mask did not capture enough detail of the shape and texture of the face to allow good tracking of facial features. In the second generation (Fig. 6B), we started to employ a more refined discretization of the face at rest, with 1100 nodes. Just as in the first generation, the model had seven parameters to describe the rigid transformation and one for eyebrow movement. With this version of the mask we achieved tracking of a small number of sequences; however, the mask was unable to maintain track of the face whenever movement of the mouth occurred. In the third, and current, generation (Fig. 6C), we added three mouth deformation parame-
Computerized Recognition of Stress Expressed in the Face

The computational detection of whether a subject is undergoing a stress reaction in response to a high workload can be decomposed into two stages. The first stage consists of recognizing the possible individual displays of a stress response in the human face, such as eye movements and blinking, and various negative facial expressions. The second stage consists of accumulating the information collected in the first stage, and deciding whether these displays occur frequently enough to classify as a stress response.

First stage: Recognition of individual stress-related displays: From an abstract point of view, the first stage corresponds to the task of detecting specific patterns in a time-varying data signal. Depending on the specific task and the pattern that we are looking for, the signal

ters to the mask, simulating the risorius and zygomatic major muscles, and the jaw opening. We created a semi-automatic mechanism to “fit” the generic mask to any particular individual. With this model, and the new tracking techniques we have developed, we are now able to track over long sequences (thousands of frames).

Computerized Recognition of Stress Expressed in the Face

The computational detection of whether a subject is undergoing a stress reaction in response to a high workload can be decomposed into two stages. The first stage consists of recognizing the possible individual displays of a stress response in the human face, such as eye movements and blinking, and various negative facial expressions. The second stage consists of accumulating the information collected in the first stage, and deciding whether these displays occur frequently enough to classify as a stress response.

First stage: Recognition of individual stress-related displays: From an abstract point of view, the first stage corresponds to the task of detecting specific patterns in a time-varying data signal. Depending on the specific task and the pattern that we are looking for, the signal

Fig. 2. Mean ± SEM from n = 60 healthy adults who completed rated difficulty of the tasks just completed (panel A); effort to perform the tasks just completed (panel B); frustration level during the tasks just completed (panel C); and distress level following the tasks just completed (panel D). Higher scores represent greater negative experiences. Subjective ratings of difficulty, effort, frustration and distress were significantly higher following all tasks in the high workload test bouts, relative to the low workload test bouts (all p < 0.01). For each performance task, an easy version was used in the low workload test bouts, and a difficult version was used in the high workload test bout. Task abbreviations: psychomotor vigilance task (PVT); probed recall memory (PRM); descending subtraction task (DST); visual memory task (VMT); digit symbol substitution task (DSST); serial addition/subtraction task (SAST); synthetic workload task (SYNW); meter reading task (MRT); logical reasoning task (LRT); Haylings sentence completion (HSC).

Fig. 3. Changes in Profile of Mood States (POMS) total mood disturbance scores (mean ± SEM) from before to immediately after each performance test bout for n = 60 healthy adults. Total mood disturbance scores are calculated from the scores of each of the subscales of the POMS: anger/hostility, confusion/bewilderment, tension/anxiety, fatigue/inertia and vigor/activity, and then standardized to population norms. Higher positive scores indicate a greater increase in negative mood states as a function of performance. For both of the high workload test bouts, total mood disturbance was significantly elevated compared with the low workload test bouts (p < 0.01).
often simply consists of the deformable model parameter vectors that we estimate during the face tracking process. For instance, in order to detect rapid head movements, we are interested in the rigid body component of the parameter vector. The orientation, position, and derivatives thereof contain all the necessary information for this particular pattern. Likewise, in order to detect specific negative facial expressions, we are interested in the non-rigid deformation component of the parameter vector, which controls the eyebrow, mouth movements, and nearby regions. Eye blinking is slightly more complicated to handle because the deformable model does not contain any parameters that control it directly. However, output from the tracking algorithm does contain information on the location of the eyes in the human face at any given point in time. Eyes are represented as holes in the deformable model, delimited by the region that is formed by a set of nodes. Therefore, from these deformable model parameters, the position of these nodes can be deduced, making it possible to project their positions into image space and find out which region in the video frame corresponds to the eyes. We then use a grayscale level averaging method on the region in the video frame to determine the degree to which the eyes are opened or closed. Uniform grayscale levels indicate that the eyelids are covering the irises, whereas more diverse grayscale levels indicate that the irises are visible. Just like the model parameters, the degree of openness of the eyes can thus be quantified in a few numbers, which is important for the subsequent training of the recognition algorithm.

Detecting facial stress patterns in a time-varying signal is very similar to other well-known activity recognition tasks, such as gesture recognition, and sign language recognition. For these tasks, hidden Markov models (HMMs) have been shown to be highly suitable for several reasons: 1) the HMM recognition algorithm (Viterbi decoding) is able to segment the data signal into its constituent components implicitly, so it is not necessary to concern ourselves with the often extremely difficult problem of segmenting a data signal explicitly; 2) the state-based nature of HMMs is a natural match for the task of recognizing signals over a period of time; and 3) the statistical nature of HMMs makes them ideal

Fig. 4. Distribution of alexithymia scores, as measured by the Toronto Alexithymia Scale (54), in n = 60 healthy adults completing both low and high workload performance tests. Following the literature, scores of 63 or greater were classified as alexithymic, which made up 25% of the study sample.

Fig. 5. Examples of facial images from subjects performing on the low workload test battery (frames A1, B1) and while performing on the high workload test battery (frames A2–4, B2–4). Like most subjects evaluated, facial expressions tend to be relatively expressionless during low workload performance, but episodically more expressive during high workload performance, which was rated as more stressful (Fig. 1), more difficult (Fig. 2), more frustrating (Fig. 2), and more negative mood states (Fig. 3). Subjects provided written permission for display of facial images.
for recognizing tasks that exhibit an inherent degree of variation (for example, due to motor limitations, humans generally do not perform the same movement twice in exactly the same way, even if they intend to). To make HMM-based recognition of potentially stress-related displays work, we first train the HMMs on hand-labeled examples of such displays. The labeled examples include information on the starting and ending frame of the display, as well as the class into which it belongs (a specific type of negative facial expression, rapid head movement, eye blinking) and so on. Then, during the recognition phase, the HMM algorithm detects from the tracking data which of these types of displays occur in the video, and when (i.e., at which frames).

Second stage: Accumulation of the information on stress-related displays: The HMM-based recognition algorithm from the first stage delivers information on how often specific patterns occur in the human face, for how long, and when. Unlike in the first stage, there is no clear time-varying pattern that can be recognized. Instead, the presence of stress is most likely indicated by how often these patterns occur, and especially by the manner in which multiple patterns occur simultaneously, such as eye blinking together with rapid head movements. Thus, it is important not only to count the frequency of patterns in isolation, but also to determine how they are correlated. Since we have now developed the deformable tools, we are in a position to conduct many tracking analyses of the results and tune our models to recognize the various workload stress levels. Handling and training the possible correlations in a tractable manner is a difficult problem because the dimension of the space in which all these possible patterns can co-occur is too large to be captured computationally. Instead, an attempt to isolate causes and effects via decomposition into a Bayesian network may be more feasible. Basically, the Bayesian network needs to be trained, such that we end up with a probability that, given a certain number of co-occurrences of patterns, it is likely stress is present.

We use the fitted shape and the tracking of the deformable model to estimate the rigid body parameters of the face, as well as eyebrow and lip deformations. At this stage, the model is not yet powerful enough to capture asymmetric lip deformations. For this reason, we take an image-based approach. We use the image being tracked as a texture map for the deformable model. We know the 3D coordinates of each point on the model, thanks to our estimate of the rigid body parameters from the tracking process. We project these into image space, which yields the texture coordinates for each face. After texturing the model, we then rotate and translate it into a canonical position with the face oriented straight forward. The results are images of the face at every frame which are free of most distortions that resulted from rotations and translations. Only the non-rigid distortions remain, such as the shape of the mouth, which we would like to use as features for recognition. In particular, asymmetric mouth movements and shapes are a promising indicator for stress recognition. We compute the approximate contour of the lips for the face images by using an edge detector. If we then scan the contour of the lips along the x-axis, we can compute the distance between the upper and lower lips for each point on the lips. The edges are inherently noisy, consequently the distances are both noisy and unreliable. However, in aggregate form edges yield valuable information, and while the means and covariances of the distances do not contain enough information, a plot of the lip distances does. To bring these curves into a form that the computer can recognize, we fit a polynomial to them—in this case a simple line suffices. The slope of the line indicates the degree of symmetry, whereas the intercept strongly indicates how the lips behave overall in relation to the nose and

![Fig. 6](image-url) Progressive improvements in programming of the optical computer algorithm mask have increased the quality, properties, and precision of the deformable face masks. Panel C, the third generation mask, is the one currently being used in the determination of stress in subjects undergoing the low vs. high workload protocol.
the rest of the face. Fig. 7 shows how the slope of the line evolves over time (Fig. 7B) relative to the facial expression (Fig. 7A) under high workload. The highlighted region (gray bar in B) corresponds to the stressed expression in picture A. As the spike in the graph indicates, the slope strongly stands out for this expression and is easily recognizable by our computer algorithm.

Preliminary OCR accuracy results: Facial mouth and lip movements (e.g., asymmetries) and eyebrow movements, which the human scorer found could discriminate low- from high-stressor workload conditions, were used to train the OCR algorithm. The algorithm was then applied to low-stressor vs. high-stressor video from the first 20 subjects. The OCR algorithm correctly discriminated low- from high-stressor conditions in 15 of the 20 subjects (75%). However, data from three subjects were not reliable due to facial lighting that interfered with stable tracking of facial features. When these subjects were excluded from consideration, the OCR algorithm correctly discriminated 15 of the remaining 17 subjects (88%). Consequently, preliminary results suggest that an OCR algorithm using mouth and eyebrow regions has the potential to discriminate high- from low-stressor performance bouts in 75–88% of subjects. These will need to be confirmed on the remaining 40 subjects.

DISCUSSION

This project seeks to develop and test computer vision of facial expressions as an objective and unobtrusive measure of the presence of stress induced by workload performance demands. Substantial progress was made toward this goal. Performance workload was used to induce feelings of stress in subjects under high workload conditions (relative to low workload conditions). We were successful in experimentally increasing subjective stress experienced via workload demands. Ratings of general stress increased significantly following the completion of the high workload test bouts compared with the low workload test bouts. Virtually identical profiles were found for ratings of difficulty of tasks, effort required, and frustration. High workload performance demands significantly increased these ratings relative to low workload demands. High workload demands also induced a significant elevation in total mood disturbance scores, as well as significant effects in the direction of more negative mood reports for all mood subscales.

One potential barrier to developing optical computer recognition of human facial expressions of stress is alexithymia, which refers to having difficulty identifying and describing one’s feelings, difficulty distinguishing between feelings and bodily sensations, and a preoccupation with external events. We found that alexithymia was related to stress responses and it will have to be more fully evaluated relative to OCR of facial expressions.

Substantial progress was made on increasing the sophistication of the OCR system to detect facial changes during performance stress. The final laborious phase of the project, involving the application of the deformable masks and optical computer algorithm to video images...
of the subjects while performing in the low- vs. high-workload conditions, is still ongoing. However, significant advances in programming and enhancement of the capabilities of the computer recognition algorithm have been completed to develop a technique for robust 3D tracking of facial expression. Using this approach, numerous low-level, well-known computer vision algorithms were initially used to extract 2D information (tracking single points, edges, shading, and optical flow) from video-recording of each subject’s face during low and high workload performance demands. A newly developed statistical technique, referred to as cue integration, was used (based on principles of Affine arithmetic and Gaussian distribution mathematics to combine the information from these low-level algorithms using a maximum likelihood estimator) to perform optimal data fusion. The integrated information was used to construct a deformable model, or 3D surface presentation of the face. This approach allowed us to avoid making assumptions about the probability distribution functions, unlike most previous statistical approaches in computer vision, and scales well with the number of parameters used in the deformable model description. Put simply, the new technique, developed by Metaxas and colleagues, allowed the translation of 2D video footage to a form that could be used for tracking the 3D orientation and translation of the face, as well as parameters that describe the movement of eyebrows, mouth, etc. This novel technology provided us with a sensitive and unobtrusive mechanism for the measurement of changes in facial expression. Preliminary results suggest that an OCR algorithm using mouth and eyebrow regions has the potential to discriminate high- from low-stressor performance bouts in at least 75–88% of subjects. We believe we can replicate and improve on this degree of accuracy by further development of the OCR algorithm.

We are continuing with the development of the deformable face masks to increase the quality and precision of the tracking and the ability to accurately detect changes in facial features that are representative of distressed states. The next stages will have asymmetric deformations, extra degrees of freedom for the eyebrows, mouth, etc. This novel technology provided us with a sensitive and unobtrusive mechanism for the measurement of changes in facial expression. Preliminary results suggest that an OCR algorithm using mouth and eyebrow regions has the potential to discriminate high- from low-stressor performance bouts in at least 75–88% of subjects. We believe we can replicate and improve on this degree of accuracy by further development of the OCR algorithm.

The knowledge gained has the potential to identify an objective, unobtrusive, automated method for the recognition, monitoring, and management of the risks of neurobehavioral dysfunction due to work-related stress in spaceflight and in many Earth-based safety-sensitive occupations such as transportation workers (e.g., truck drivers, train conductors, airline pilots), operators in safety-sensitive industries (e.g., power plant control rooms), and military personnel. Validation of this computer vision system will provide a critically needed unobtrusive, objective method for detecting the development of stress responses in astronauts, and it will form a key component in the prevention and countermeasure strategies for stress in long-duration spaceflight.
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