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Abstract—Diabetic retinopathy (DR) is the leading cause of blindness in adults, but can be managed if detected early. Automated DR screening helps by indicating which patients should be referred to the doctor. However, current techniques of automated screening still depend too much on the detection of individual lesions. In this work we bypass lesion detection, and directly train a classifier for DR referral. Additional novelties are the use of state-of-the-art mid-level features for the retinal images: BossaNova and Fisher Vector. Those features extend the classical Bags of Visual Words and greatly improve the accuracy of complex classification tasks. The proposed technique for direct referral is promising, achieving an area under the curve (AUC) of 96.4%, thus reducing the classification error by almost 40% over the current state of the art, held by lesion-based techniques.

Index Terms—Diabetic Retinopathy, Referral, Referability, Direct Referral, Bag of Visual Words, BossaNova, Fisher Vector.

I. INTRODUCTION

Diabetic Retinopathy (DR) is the leading cause of blindness in adults worldwide, with 93 million people affected in 2010 [1]. Just considering 40+ year-old Americans, we have 7.7 million people with DR [2], most of which in counties with a shortage of ophthalmologists and optometrists [3].

Optimal treatment of DR requires early diagnostic and, thus, regular eye examinations. In practice, however, many communities cannot offer the frequent consultations and continuous follow-up required for screening [4]. Therefore, DR management requires reaching underserviced populations. Recent research addresses the issue with Computer-Aided Diagnosis [5]–[14]. Most existing art focuses on the detection of DR lesions using visual characteristics specific to each type of lesion [5]–[10]. More recently, a few unified DR-lesion detectors have been proposed [14]–[20]. It is much harder (and polemic) to decide automatically to refer or not the patient to the ophthalmologist [18], [20]–[22].

Automated referral is a hot topic, because DR risk assessment is complex, based not only on the presence of lesions and their evolution, but also on subtle hints revealed during examination and anamnesis. We argue, however, that automated or semi-automated decision of referable cases can have a huge impact on the management of care, reducing the specialist’s workload while still attending to the patients in need. While agreeing that face-to-face consultations with a specialist are always ideal, we stress that many communities simply lack the luxury of offering them to every suspect case. For poor, isolated, or rural communities, it is critical to prioritize the high-risk cases, in order to better serve the patients [23].

Currently, automated referral decisions combine separate DR-lesion classifiers into a final decision. Those models are complex, cumbersome to implement, and often have limited accuracy. We take a different approach, with an effective method for directly assessing the referability of patients. That method is based upon the Bags of Visual Words (BoVW) model [24] and maximum-margin support vector machine (SVM) classifiers. We also improve the referral assessment with advanced mid-level features (BossaNova [25] and Fisher Vector [26]) that considerably extend the BoVW model. Because image classification is very sensitive to the choice of parameters, we employ a rigorous experimental design to investigate the significance of our choices.

We have organized the remainder of this paper into six sections. In Section II we describe related work. In Section III we overview the lesion-based referable methodology, while in Section IV we explain our methodology for direct automated referral decision. In Sections V and VI we present, respectively, the experimental protocol and the results for the proposed method, using the 5×2-fold cross-validation protocol. Finally, in Section VII we conclude the paper and discuss future possibilities.

II. STATE OF THE ART

The simple presence of DR lesions is insufficient to warrant referral. For instance, a small number of microaneurysms in a safe region of the retina might be considered mild nonproliferative DR, without need of referral. Much existing art addresses that problem [18], [20]–[22], [27], but still those approaches depend strongly on lesion detection, which is often very specific to each type of lesion. More recently, unified models for detecting any kind of DR lesion appeared [15]–[19], but even those require an extra fusion step to combine the lesion scores into a single referability decision.
Fleming et al. [27] compared automatic and human grading of DR, to assess the effectiveness of the former in a screening program. Their procedure started with quality assessment, to ensure that the retina images had the recommended field definition [28]. If the image had the required quality, it was then assessed by detecting microaneurysms and hemorrhages. The screening classified an image as positive if it was low-quality or if it had lesions. The discrepancies among the automatic and the manual grading were evaluated by seven senior ophthalmologists. The authors showed that, in most conflicting cases, the grading software result was correct. The study indicated that for 45.7% of patients, manual grading could be avoided.

Soto-Pedre et al. [22] investigated the advantages of using DR detectors to reduce specialists’ workload. Their automated grading system assessed image quality, and counted microaneurysms [27]. [28]. For comparison, the retinal images were graded by a specialist who classified the gradable microaneurysms [27], [28]. The retinal imaging grading system assessed image quality, and counted DR detectors to reduce specialists’ workload. Their automatic and the manual grading were evaluated by seven senior ophthalmologists. The authors showed that, in most conflicting cases, the grading software result was correct. The study indicated that for 45.7% of patients, manual grading could be avoided.

Abr`amoff et al. [21] combined individual DR-lesion detectors into a referability decision. The Iowa Detection Program incorporated image quality assessment and detectors of exudates, microaneurysms, hemorrhages, cotton-wool spots, and neovascularization. After analyzing the retinal images, a fusion algorithm combined the extracted information and generated a score that expressed the likelihood for referral [30]. Iowa Detection Program’s AUC was 93.7% after adjudication and consensus by three experts.

Existing DR-lesion detectors tend to be specific for each type of lesion. However, recent research has stressed general frameworks adaptable for large classes of lesions [15]–[17]. Pires et al. [18], [20] employed this methodology for detecting the commonest DR lesions: hard exudates, red lesions, superficial hemorrhages, deep hemorrhages, cotton-wool spots, and drusen. The authors employed a general model composed of BoVW mid-level features, and SVM classifiers. They created a high-level feature vector with the decision scores of all lesion classifiers, and used that vector as input for the referral classifier. Their referability decision had an AUC of 93.4% [20], which was then improved to 94.2% by enhancing the lesion detectors with better mid-level image features [18].

ICDR is a simplification of the Early Treatment Diabetic Retinopathy Study (ETDRS), formulated by a consensus of international experts.

### III. Lesion-based Referable

We now overview the classical approach for detecting referable DR, which, in general, follows three steps: (1) detection of individual DR lesions; (2) fusion of the lesion responses; and (3) referability decision. We will, in particular, follow how that methodology was implemented by Pires et al. [18], [20], based on the responses of six distinct lesion detectors. We will refer to that particular work, in the remainder of this paper, simply as “the lesion-based approach” (Figure 1).

For low-level feature extraction, the lesion-based approach used the Speeded-Up Robust Features (SURF) algorithm [31] pre-tuned to detect and describe a pre-determined number of points of interest (PoIs), e.g., 400. The PoIs were described by a 128-dimensional SURF which had previously proved more effective than the 64-orientation versions [15].

Codebook learning was performed by a k-means clustering over features randomly chosen from a training set of images. The codebooks were learned using a class-aware policy, avoiding a domination by codewords representing healthy regions. The class-aware scheme worked by creating two independent codebooks: one from descriptors outside the regions with lesions (excluding images from healthy patients), and one from descriptors sampled from regions marked by the specialist as having lesions.

The lesion-based approach employed BoVW with semi-soft coding as mid-level features. For comparison purposes, we will also use those same mid-level features in this work. Because they turn out to be so important, we will discuss mid-level features in detail in this section, and revisit them in Section IV.

The lesion-based approach had two distinct classifiers (and thus, two training phases): one for the lesion detectors, and one for the referability decision.

#### Mid-Level Feature Extraction: Bags of Visual Words

Mid-level feature extraction aims at transforming low-level local descriptors (e.g., SURF [31]) into a global and richer image representation of intermediate complexity [32].

BoVW [24], the most popular mid-level representation in Computer Vision, describes an image as a histogram of quantized local descriptors. It can be understood as the application of two steps: coding, which transforms the local descriptors into a code adapted to the task, and pooling, which summarizes the codes obtained into a single feature vector.

In the standard BoVW, the coding step associates the low-level local descriptors to the closest codeword in the codebook (hard-assignment coding), and the pooling step averages those codes over the entire image (average pooling).

Many alternatives to this standard scheme have been developed. For instance, to attenuate the effect of coding errors introduced by quantization, hard-assignment can be replaced by soft-assignment coding [33], [34]. On the other hand, soft assignment results in dense code-vectors, which is undesirable as it leads to ambiguities in the pooling of all codes present in the image. Therefore, a semi-soft scheme is often more appropriate. Pires et al. designed a semi-soft for retinal...
images analysis that makes a partial (soft) assignment only to the
codeword closest to the local descriptor, attaining, thus,
sparcity [18].

Also, to overcome the “blurring” effect due to the averaging
of the codes of all elements in the image, average pooling can be replaced by max pooling [35].

IV. DIRECT REFERAL ANALYSIS

The automated referral assessment proposed in this paper dispenses with the intermediate stage of detecting DR lesions. That direct approach has both theoretical and practical motivations.

Lesion-based referral decisions loses critical information on the interface between the lesion-specific classifiers and the referability classifier. Often, the referral classifier receives just a vector of classification scores, one per lesion classifiers. This is unfortunate, because cogent information is lost, like the number, intensity, and even position of the lesions in the retina. One can create ad hoc schemes to transfer those data between the classifiers, but, it may be simpler to forgo the lesion classifiers altogether, and just provide the retinal images, with all cogent information, directly to the referability classifier.

Giving the whole image to the referability classifier has also practical advantages. The classical scheme involves implementing, debugging, training, and testing several lesion classifiers, and then one additional layer to combine the results and make the referral decision. Although using a unified approach for the lesion detectors [18]–[20] simplifies the task, it remains much more complex than implementing, training, and testing a single model. The streamlined technique for direct decision on referability is illustrated in Figure 2.

For low-level feature extraction, the method selects patches on a dense grid using diameters of 12, 19, 31, 50, 80, 128 pixels. The selected patches are described with SURF [31] in 128 dimensions. The low-level features are then integrated into a single feature vector using mid-level features.

For the mid-level features, we employ simple BoVW as a baseline and explore two recent alternatives: BossaNova [25] and Fisher Vector [26].

In the codebook learning step, while the lesion-based approach uses pre-computed codebooks for each individual lesion detector [18], the direct methodology uses k-means with Euclidean distance over a sample of low-level features. For BoVW or BossaNova [25], the codewords are the centroids of k-means, keeping the class-aware scheme proposed in [18] (half of the codebook from descriptors sampled from referable images, and half from nonreferable images). In Fisher Vector [26], the codebook learning, using (class-agnostic) Gaussian Mixture Models, is intrinsic to the representation.

The method trains just one decision model for referability.

A. Alternative Mid-Level Representations

In the following, we overview two recent mid-level representation methods: BossaNova and Fisher Vector.

1) BossaNova: In order to keep more information than the BoVW during the pooling step, BossaNova [25] introduces a density-based pooling strategy, which computes the histogram of distances between the local descriptors and the codewords. More formally, BossaNova pooling function $g$ estimates the probability density function of $\alpha_m$: $g(\alpha_m) = p_d(\alpha_m)$, by computing the following histogram of distances $z_{m,b}$:

$$ g : \mathbb{R}^N \rightarrow \mathbb{R}^B, \quad \alpha_m \rightarrow g(\alpha_m) = z_m, $$

$$ z_{m,b} = \text{card} \left( \{ x_j \mid \alpha_m,j \in \left[ \frac{b}{B}, \frac{b+1}{B} \right] \} \right), $$

where $N$ denotes number of local descriptors in the image, $B$ indicates the number of bins of each histogram $z_m$, $\alpha_m,j$ represents a dissimilarity (i.e., a distance) between codeword $c_m$ and descriptor $x_j$, and $\left[ \alpha_m^\min, \alpha_m^\max \right]$ limits the range of distances for the descriptors considered in the histogram computation.

In addition to that pooling strategy, Avila et al. [25] also proposed a localized soft-assignment coding that considers only the k-nearest codewords for coding a local descriptor, and keeps the representation compact.

Pires et al. [19] have shown that the BossaNova approach performed very well for detecting DR-related lesions. For white and red lesions detection, the results improved the hitherto best in literature (see [19] for more details).

In the current paper, we evaluated BossaNova representation in a direct approach for referable DR detection.

2) Fisher Vector: Fisher Vector [26] is the mid-level image representations with consistently best results in computer vision literature [36], [37]. Based upon the idea of Fisher information vectors [38] in the parametric space of Gaussian Mixture Models (GMM) estimated over the whole set of images, it extends the BoVW paradigm by encoding first- and second-order average differences between the descriptors and codewords. Furthermore, Fisher Vector is a compact representation, since much smaller codebooks are required in order to achieve a good classification performance in general vision problems.

Formally, given a GMM with $N$ Gaussians, let us denote its parameters by $\lambda = \{ w_i, \mu_i, \sigma_i, i = 1 \ldots N \}$, where $w_i$, $\mu_i$, and $\sigma_i$ are respectively the mixture weight, mean vector and diagonal covariance matrix of Gaussian $i$. In the Fisher Vector framework, the D-dimensional descriptor $x_j$ is encoding with a function $\Phi(x_j) = [\phi_1(x_j), \ldots, \phi_N(x_j)]$ into a $2ND$-dimensional space where each function $\phi_i(x_j)$ is defined by:

$$ \phi_i(x_j) : \mathbb{R}^D \rightarrow \mathbb{R}^{2D}, $$

$$ \phi_i(x_j) = \frac{\gamma(i)}{\sqrt{\sigma_i}} \left( \frac{x_j - \mu_i}{\sigma_i} \right), \quad \gamma(i) = \frac{\gamma(i)}{2\sigma_i^2} \left( \frac{x_j - \mu_i}{\sigma_i} \right)^2 - 1, $$

where $\gamma(i)$ denotes the soft assignment of descriptor $x_j$ to Gaussian $i$.

We evaluate the Fisher Vector mid-level features given that it offers a more complete representation of the sample set, which we believe would be important for DR referable assessment.
Fig. 1. Pipeline of the lesion-based methodology for detection of referable diabetic retinopathy as described in [18].

Fig. 2. Pipeline of the methodology for direct diabetic retinopathy referral assessment proposed in this work.

To the best of our knowledge, it has never been applied to this problem. More details on Fisher Vector representation can be found in [26], [37].

V. EXPERIMENTAL PROTOCOL

Here we evaluate whether the proposed direct referral leads to better decisions than the previous lesion-based schemes. We also address the limitations of BoVW for retinal images (specifically the semi-soft coding proposed for eye-fundus images), and explore sophisticated approaches for mid-level description, such as Fisher Vector and BossaNova, detailed in Section IV-A.

In this section, we describe the datasets used in the development of the system for referable diabetic retinopathy, the validation protocol, and a description of the experiments.

A. Datasets

Two different datasets annotated by medical specialists were considered in this work: DR2 and MESSIDOR.

The DR2 dataset\(^3\), from the Department of Ophthalmology, Federal University of São Paulo, comprises 520 images captured using a TRC-NW8 (Topcon Inc., Tokyo, Japan) nonmydriatic retinal camera with a Nikon D90 camera. To increase the processing speed, the images with 12.2 megapixels were cropped to 867×575 pixels. According to the annotations related to referable DR, 435 images were manually categorized by two independent specialists, whose mean intergrader $\kappa$ is 0.77. Of these, 98 images were graded by at least one expert as requiring referral (56 images graded as positive by both experts), while 337 images were annotated by both experts as not requiring referral within one year. Although all patients in the DR2 dataset are diabetic, the specialists were asked to tag an image as referable or nonreferable based on any reason they considered relevant, not just the severity of a particular lesion.

\(^3\)publicly available under accession number 10.6084 and URL http://dx.doi.org/10.6084/m9.figshare.953671
TABLE I

<table>
<thead>
<tr>
<th>Grade</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( \mu A = 0 ) AND ( H = 0 )</td>
</tr>
<tr>
<td>1</td>
<td>( (0 &lt; \mu A &lt; 5) ) AND ( H = 0 )</td>
</tr>
<tr>
<td>2</td>
<td>( (5 &lt; \mu A &lt; 15) ) OR ( (0 &lt; H &lt; 5) ) AND ( NV = 0 )</td>
</tr>
<tr>
<td>3</td>
<td>( \mu A &gt; 15 ) OR ( H &gt; 5 ) OR ( NV = 1 )</td>
</tr>
</tbody>
</table>

\( \mu A \): number of microaneurysms

\( H \): number of hemorrhages

\( NV = 1 \): neovascularization - \( NV = 0 \): no neovascularization

The MESSIDOR dataset\(^4\) was acquired in three French ophthalmologic departments using a color video 3CCD camera on a Topcon TRC NW6 non-mydriatic retinograph with a 45 degree field of view. It comprises 1,200 eye-fundus images captured with three distinct resolutions: 1,440 × 960, 2,240 × 1,488 or 2,304 × 1,536. The images have been cropped in order to establish that the relevant circular area of the retina has a radius similar to the DR2 database. Although it has not been graded for referable diabetic retinopathy, the dataset was annotated with two significant criteria: retinopathy grade (see Table I) and risk of macular edema.

The severity of the diabetic retinopathy is largely used as guideline for the frequency of examinations [21], [39]. Although a frequent consultation is recommended for patients with moderate or severe nonproliferative DR [39], for those without DR-related lesion or with just microaneurysms the annual incidence of progression is low [40]. In these situations, longer intervals between examinations may be recommended (one year for diabetics). Hence, based on the original annotations about DR severity, the guidelines of periodic referrals and the opinion of an expert about the criterion employed in the MESSIDOR dataset, we switched the grading into referable or nonreferable. Given that the presence of just microaneurysms does not suggest a referral in less than one year, the grades 0 and 1 (including also no risk of macular edema) are considered as nonreferable, while grades 2 and 3 (and also apparent macular edema) as referable, resulting in 688 negative and 512 positive images.

B. Validation Protocol

We employed a 5 × 2-fold cross-validation protocol [41], the same used in previous lesion-based assessment works [18], [20]. This protocol consists of repeating the process of two-fold cross validation five times. In each of the five steps, we randomly separate the samples in two groups, balanced by class, and use one of the groups for training and the other for testing. We perform two experiments per step, with the groups switching roles.

C. Experiments

The experiments were divided into three parts, to answer the following questions:

1) **Question 1**: Can we forgo the detection of individual DR lesions and still have an effective referral decision?\(^4\) Kindly provided by the MESSIDOR program partners (see [http://messidor.crihan.fr](http://messidor.crihan.fr))

In these experiments, we employ the DR2 dataset, divided in the same configuration used in the work used as baseline [18].

2) **Question 2**: Can sophisticated mid-level features — BossaNova [25] and Fisher Vector [26] — improve referral decision? The protocol and baseline are the same as in Question 1, but here we also contrast our different direct referral techniques (BoVW vs. BossaNova vs. Fisher).

3) **Question 3**: Can we confirm the suitability of direct referral in a second, independent, dataset? These experiments are performed in the reputable MESSIDOR dataset, using both the direct and the lesion-based approaches for comparison purposes. As explained in V-A, the MESSIDOR dataset was obtained in very different circumstances (time, country, equipment, people) than the DR2 dataset used in Question 1, reinforcing the independence of the results.

In our experiments, we extracted visual codebooks of \( \{1,000, 2,000\} \) visual codewords. Except for the number of visual codewords, we kept the default BossaNova parameter values the same as in [25]. For Fisher Vector, we used GMM with \( \{128, 256\} \) Gaussians after reducing the dimensionality of the SURF descriptors to 64 by applying Principal Component Analysis (PCA), as suggested in [37].

For the binary classification (referable vs. nonreferable), we used Support Vector Machines (SVM). We searched for the best parameters during the training with the standard LIBSVM’s built-in grid search algorithm [42].

VI. RESULTS

In order to investigate the hypothesis that lesion detection is nonessential for an effective referral assessment and answer Question #1 in Section V-C, we use exactly the same mid-level features both for the traditional lesion-based method and the current approach. Both employ the BoVW with semi-soft coding explained in [18].

Figure 3 shows the results on the DR2 dataset for both methodologies: lesion-based [18] (AUC = 94.2%) and the
best direct-referral. Direct referral performs better with 2,000
codewords, reaching an AUC of 94.7%.

The results obtained with BoVW, shown in Figure 3
validate our hypothesis that the detection of individual DR-
related lesions is not necessary to provide effective referral
decisions.

The second part of the experiments aims at exploring
advanced mid-level features for answering Question #2 in
Section V-C, where the results obtained in the first part will act
as a baseline. As previously explained, we evaluate two recent

Figure 4 shows the best results achieved with each mid-
level feature. While BoVW achieved its best result with
2,000 codewords (AUC = 94.7%), BossaNova reached the
best AUC using 1,000 codewords (AUC = 95.7%). Finally,
Fisher Vector obtained the best result using just 128 Gaussians
(AUC = 96.4%).

The results presented in Figure 4 express how accurate
are the referral decisions by direct assessment, emphasizing
that richer representation approaches yield better results for
referable DR detection. We highlight that the Fisher Vector
approach outperforms the traditional BoVW, reducing the
classification error by over 30% (5.3% to 3.6%).

The third part of the experiments aims at reinforcing, in a
reputable dataset, the direct methodology for referral and an-
swering Question #3 in Section V-C. We use the MESSIDOR
dataset as benchmark.

Once again, we perform this experiment with both the cur-
rent direct referral and the previous lesion-based approaches.
Figure 5 depicts the results reached with the lesion-based
method, as well as the best results achieved with the direct
approach for each mid-level representation. For BoVW, the
best result was obtained with a codebook of size 2,000
(AUC = 79.1%). BossaNova reached its best AUC using 2,000
codewords (AUC = 85.6%). For Fisher Vector, the best result
was achieved using 256 Gaussians (AUC = 86.3%).

While the lesion-based method obtained an AUC of 76.0%,
we achieve the promising result of 86.3% using the current
method that does not depend of lesion detection. The results
reveal MESSIDOR as much more challenging dataset than
DR2. Nevertheless, the relative performance of the techniques
confirm the interest of the direct referral choice, which, in this
case, appear prominently better.

To the best of our knowledge, only Sánchez et al. [43] used
MESSIDOR for referral decisions. They reported an AUC of
91.0% using, however, ad hoc pre-processing techniques such
as quality analysis, vessel segmentation, optic disc detection,
and lesion detection.

Additionally, we attempt a new spatial pooling in concentric
circular regions, in order to explore the location of low-
level descriptors in the retinal image. Since the position of
the lesions in the retina is well-known by specialists as one
important factor for identifying referable retinopathy [44], we
propose to divide the image on concentric circular regions
emphasizing the lesions in the macular area. Nonetheless,
the results we obtained so far contradict the expectations.
For a more detailed discussion on this topic, please refer to
supplementary material available along with this paper.

A. Statistical Analysis

In this section we explore the significance of the previous
results.

Each single experiment requires picking a large number of
parameters (mid-level representation, codebook size), that may
have interactions. In order to investigate if the choice of mid-
level feature would still appear significant when considering
the totality of experiments performed, we applied a factorial
analysis of variance (ANOVA) [45, chap. 22], with a block
design using the folds as blocks, on the DR2 dataset. Since the
AUC is a rate and behaves very non-linearly at the extremes
of the [0-1] scale, we employ the more linear “log odds”
 scale (logit). We lessened the nuisance effect of the choice
of the training set, by subtracting the global average of each
fold from the results relative to that fold. In Table III, the
statistical results reinforce the importance of the choice mid-
level representation (p-value < 0.001). Note that the mid-level
is responsible for more than 40% of the variation (see the
column ‘Sum of squares’).
To further investigate the difference between the two competing advanced mid-level features, BossaNova and Fisher Vector, we perform a t-test \cite{45} on paired samples obtained by 10 folds on the DR2 dataset (recall that we employed a 5×2-fold cross-validation protocol). For a confidence level of 95\%, the difference between Fisher Vector and BossaNova is not significant (p-value = 0.3569), showing that both Fisher Vector and BossaNova play important roles in direct referral assessment.

VII. CONCLUSION

We proposed a novel approach to decide, directly from the retinal images and without preliminary DR-lesion detection, whether or not a patient will need to be referred to an ophthalmic specialist within a year. This decision to forgo specific DR-lesion detection has both theoretical motivations (making the referral decision using all information present in the image instead of just lesion scores) and practical advantages (much simpler to implement, test, and deploy). We highlight that direct assessment is new for referable diabetic retinopathy, and has not been developed before.

The experiments show that direct analysis for referral is not only feasible, but also advantageous. The direct methodology provided conclusive and promising results that outperformed the traditional lesion-based methodology in a strict comparative investigation. Direct referral assessment is possible because the rich mid-level representations we employ capture all the cogent information from the image, allowing the classifier to make complex decisions without losing important information.

Our experimental results contradict previous beliefs showing no advantage in using two levels of classification: on the contrary, our experiments suggest that the loss of information in the interface between the classifiers is detrimental to accurate classification. Direct referral assessment is possible and effective using appropriate choices of low- and mid-level representations of the retina images.

We emphasize the novelty of using cutting-edge mid-level representations (BossaNova and Fisher Vector), over the traditional BoVW approach. The experiments and statistical analysis confirm that the choice of the mid-level representation is critical. The best result for direct referral, reached by the Fisher Vector approach, clearly outperforms the traditional lesion-based method by more than two percentage points, reducing the classification error by almost 40\% (from 5.8\% to 3.6\%). We also conclude that, the richer the image representations, the more accurate the diagnosis of need of referral.

As the proposed direct methodology presented interesting results for referral assessment, in future work we aim to investigate automated decision with respect to DR progression. Other future work consists of studying alternative techniques using very recent approaches such as convolutional neural networks.
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TABLE II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Degrees of freedom</th>
<th>Sum of squares</th>
<th>Mean square</th>
<th>F value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mid-level codebook</td>
<td>2</td>
<td>59.77</td>
<td>29.885</td>
<td>20.787</td>
<td>2.02×10^-7</td>
</tr>
<tr>
<td>residuals</td>
<td>54</td>
<td>77.64</td>
<td>1.438</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>59</td>
<td>143.86</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Significance codes: *** p-value < 0.001; ** p-value < 0.01; * p-value < 0.05
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