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Abstract

In this paper, we propose an approach for video sum-
marization (VSUMM). The video summaries are generated
based on visual features. A factorial experiment is designed
to analyze the relative impact of the attributes. We demon-
strate the validity of the VSUMM approach by testing it on
a collection of videos from Open Video Project. We provide
a comparison among results of the proposed summarization
technique with Open Video storyboard. A subjective evalu-
ation showed that the summaries are produced with good

quality.

1. Introduction

The demand for various multimedia applications is
rapidly increasing due to the recent advance in the com-
puting and network infrastructure, together with the
widespread use of digital video technology [25]. Among the
key elements for the success of these applications is how to
effectively and efficiently manage and store a huge amount
of audio visual information, while at the same time provid-
ing user-friendly access to the stored data. This has fueled
a quickly evolving research area known as video summa-
rization.

According to [18, 25], there are two fundamentally dif-
ferent kinds of video summaries: static video storyboard
summary, which involves a set of keyframes extracted from
the original video, and dynamic video skimming, which col-
lects a set of shots by computing the similarity or relation-
ship of each shot. One advantage of a video skim over a
keyframe set is the ability to include audio and motion ele-
ments that potentially enhance both the expressiveness and
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information of the summary. In addition, it is often more
entertaining and interesting to watch a skim than a slide
show of keyframes. On the other hand, since they are not
restricted by any timing or synchronization issues, once
keyframes are extracted, there are further possibilities of or-
ganizing them for browsing and navigation purposes, rather
than the strict sequential display of video skims, as demon-
strated in [2, 9, 21, 26, 30]. In this paper, we focus on sum-
marization techniques that produce a collection of static
video frames.

Different approaches have been proposed in literature to
address the problem of summarizing a video, most of them
based on clustering techniques. The solutions are typically
based on a two step approach: first identifying video shots
from the video sequence, and then selecting keyframes ac-
cording to some criterion from each video shot [12, 20]. A
comprehensive review of past video summarization results
can be found in [16, 28]. Some of the main ideas and re-
sults among the previously published results are briefly dis-
cussed next.

Zhuang et al. [33] proposed an unsupervised clustering
method. A video sequence is segmented into video shots
by clustering based on color histogram features in the HSV
color space. For each video shot, the frame closest to the
cluster centroid is chosen as the keyframe for the video shot.
And only one frame per shot is selected into the video sum-
mary, regardless of the duration or activity of the video shot.
As reported in [24], the approach does not guarantee an op-
timal result since the number of clusters is pre-defined by a
density threshold value.

Hanjalic et al. [13] developed a similar approach by di-
viding the sequence into a number of clusters, and find-
ing the optimal clustering by cluster-validity analysis. Each
cluster is then represented in the video summary by a
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keyframe.

Gong and Liu [10] proposed a video summarization
method to produce a motion video summary that minimizes
the visual content redundancy. To create the video summary,
the original video sequence is structured into a shot cluster
set where any pairs of clusters must be visually different,
and all the shots belonging to the same cluster must be vi-
sually similar.

Chang and Chen [3] divided the video summarization
task into three steps. Firstly, the shot detection process
adopts the color and edge information to make the shot
boundaries more accurately. Then the clustering process
classifies the shots according to their similarity of motion
type and scene. Finally, step three selects the important
shots of each cluster in the skimming process by adopting
shot-importance filter, which determines the importance of
each shot by computing the motion energy and color varia-
tion.

In general such techniques require two passes and are
rather computationally complex [19]. Moreover, earlier ap-
proaches based on shot detection return a fixed or variable
number of frames per shot. This shot based approach may
still contain redundancies because similar content may ex-
ist in several shots. For example, in news videos, the an-
chor person will appear many times in several video shots
and those same frames may appear repeatedly in the sum-
mary. In contrast, we work on the video frames directly and
cluster the frames that have similar content. To reduce the
number of frames that will be used in the clustering algo-
rithm, we pre-sample the video frames. As we show later
in our experiments, the quality of the summaries is not af-
fected by pre-sampling.

In this paper, we propose a simple and efficient approach
for video summarization and a method to quantitatively
evaluate the video summaries quality. The approach was
applied to a sample of 20 videos selected from the Open
Video Project [1]. The obtained results from the users on
summaries indicate that the approach proposed is an alter-
native way to the video summarization problem.

The paper is organized as follows. The video summa-
rization and evaluation method are described in Section 2.
The experimental results are discussed in Section 3. Finally,
some concluding remarks are derived in Section 4.

2. VSUMM Approach

The approach proposed includes two essential tasks to
the video summarization process: Video Summarization and
Quantitative Evaluation. The video summaries are firstly
produced in a simple and efficient way. Second, a method
to obtain quantitative measures of the quality of summaries
is defined, which can even provide a benchmark for evalu-
ating the video summaries.
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2.1. Video Summarization

The VSUMM approach for video summarization was de-
signed to be simple and efficient. To implement these char-
acteristics, only color attributes were computed. These at-
tributes are used to identify the similarity among the video
frames. Thus, to extract the video frames attributes some
simple tools for image analysis as color histogram and line
profiles (horizontal, vertical and diagonal) were applied.

Color histograms and line profiles are computationally
trivial to compute. In addition, color histogram is also ro-
bust to small changes of the camera position and to camera
partial occlusion. Line profiles represent the color values of
a single line of an image. However, one line is not suffi-
cient to identify the similarity among the video frames. Due
to this, VSUMM analyzes more than one line of a video
frame. The number of line profiles analyzed is associated
with the parameter interval among line profiles. For exam-
ple, if the interval is 10, the line profiles will be analyzed at
10 by 10 lines.

In VSUMM approach the input video is not split into
shots. Frame clusters are obtained by video frame analy-
sis, independently of the shot which a frame belongs to. As
showed in our experiments the proposed method for video
summarization, VSUMM, demonstrated to be a good ap-
proach to produce static video summaries in an efficient and
rapid way.

After extracting the visual features, VSUMM groups to-
gether similar frames and selects the most representative
frame per each group, so produces the video summary. This
is done with k-means clustering algorithm [22]. It is a staple
of clustering methods, because the algorithm is very simple
and works well in practice [7].

Figure 1 illustrates our proposed method for video sum-
marization. First, the original video must be segmented into
frames, step 1. Then, in step 2, some visual features are
extracted from each frame to describe its visual content.
We did not consider all the video frames, only a sample of
frames. The algorithm used to extract these features should
be fast and efficient in the visual content discrimination.
We understand that a good approach to discriminate the vi-
sual content should be able to identify similar content in
different frames using the same description and non simi-
lar content with different descriptions. Next, the frames are
grouped by an unsupervised clustering method, step 3. The
extracted visual features are used to identify frames with
similar content. Generally, unsupervised cluster approaches
need to know previously the number of clusters that will be
generated. In our model, this value indicates the maximal
number of keyframes that will be presented in the final re-
sults. In step 4, one frame (keyframe) per cluster is selected.
The criterion to select a frame is based on its high represen-
tativeness. This permits to identify a frame with capabil-
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Figure 1. Video summarization architecture.

ity to represent the visual content of all others in its clus-
ter. To create the static video summary, in step 5, keyframes
are filtered to eliminate keyframes that are too similar. In
some cases, different keyframes with very much similar vi-
sual content can be selected. Applying this filtering oper-
ation we reduce the number of keyframes maintaining the
quality of results. After that, the keyframes are arranged in
temporal order to facilitate the comprehension of result.

2.2. Quantitative Evaluation

In order to advance the field, the effectiveness and/or ef-
ficiency of a new solution to a particular problem needs
to be evaluated, preferably against existing methods. How-
ever, a consistent evaluation framework is seriously miss-
ing in video abstraction research, resulting in the fact that
every work has its own evaluation method, often lacking
the performance comparison with existing techniques. This
is partly because, unlike other research areas such as ob-
ject detection and recognition, evaluating the correctness of
a video summarization is not a straightforward task due to
the lack of an objective ground-truth. It is even difficult for
humans to decide if one video summary is better than an-
other, and to make matters worse, the summarization view-
point and perspective are often application-dependent. The
existing evaluation methods for video summarization are
grouped into three different categories [25]: result descrip-
tion, objective metrics and user studies.

Result description is the most popular and simple form
of evaluation, as it does not involve any comparison with
other techniques. This category is also used to discuss
the influence of the system parameters or visual dynam-
ics of the video sequence on the keyframe set extracted
[13, 31, 32, 33]. Some works may attempt, in descriptive
form, to explain and illustrate advantages of the proposed
technique compared with some existing methods [15, 27].
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In objective metrics, for keyframe extraction techniques,
the metric is often the fidelity function computed from the
extracted keyframe set and original frame sequence. The
metric is used to compare the keyframe set generated by dif-
ferent techniques, or by one underlying technique, but with
different parameter sets. However, there is also no experi-
mental justification for whether the metric maps well to hu-
man judgement regarding the quality of a keyframe set.

User studies are employed for evaluating keyframe ex-
traction techniques in [4, 6, 8, 17, 21, 29]. These studies
involve independent users judging the quality of generated
video summaries, and are probably the most useful and re-
alistic form of evaluation (especially when keyframes are
extracted for user-based interactive tasks such as content
browsing and navigation). Nevertheless, yet not widely em-
ployed due to the difficulty in setting them up.

2.2.1. Our Proposal Although the issues of keyframe ex-
traction and video summarization have been intensively in-
vestigated, there is not a standard or an optimal method to
evaluate their performance. As video summarization assess-
ment is a strong subjective task, it is difficult for any me-
chanical comparison or simulation methods to obtain accu-
rate evaluations.

The evaluation proposed in this paper is characterized
as indirect evaluation, in which each keyframe is evaluated
separately, i.e., the relevance of each keyframe is measured
independently from the other keyframes that compose the
summary. This relevance is determined by the users’ per-
ception on a scale of 1 to 5 (1 =bad, 2 = poor, 3 = fair, 4 =
good, 5 = excellent), as used in [4, 21]. However, the qual-
ity of a summary depends also on whether there is redun-
dant information (e.g. two or more similar keyframes) or
whether there is missing information (e.g. parts of the con-
tent is not represented with any keyframe). Due to this, to
validate the applicability of our evaluation method, the users
also evaluated each video summary (the keyframes set).

Figure 2 illustrates our proposed evaluation for video
summarization. Different types of summaries from the same
video are produced, step 1. In step 2, all keyframes are
displayed together to the users. They must assign a score
for each keyframe, according to the aforesaid scale. This
value represents the users’ perception about keyframe sig-
nificance to identify the video content. Notice that the eval-
uation process works like a “black box”, because the users
are not aware of the mechanism used to produce the sum-
maries. Then, in step 3, the mean score for each video sum-
mary is computed. This mean gives the quality level of sum-
maries produced and it is calculated as follows:

sum of keyframe scores

(6]

scorey; =
number of keyframes



Video Name #Frames | Duration
videol = anni002.mpg 2,494 1:23
video2 = anni008.mpg 2,775 1:32
video3 = NASAWEF-AstronautsInSpace.mpg 3,269 1:49
video4 = NASATOAT-AerodynamicForces.mpg 3,302 1:50
video5 = NASAWF-FlyingAPlane.mpg 3,458 1:55
video6 = NASAXPG-ModelTesting. mpg 3,534 1:58
video7 = NASASF-OilCleanUp.mpg 3,537 1:58
video8 = NASAMOAT-SagellAndPicassoCena.mpg 3,609 2:01
video9 = NASAGWTF-DragActivityPartOne.mpg 3,620 2:00
videol0 = NASAMOAT-AerosolMeasurementAndRemoteSensing. mpg 3,630 2:01
videoll = anni004.mpg 3,895 2:10
videol2 = anni003.mpg 4,267 2:22
videol3 = NASAWF-SpaceSuits.mpg 4,273 2:22
videol4 = NASAWF-TheRedPlanet.mpg 4,306 2:23
videol5 = NASATOAT-WindTunnels.mpg 4,662 2:35
videol6 = NASASF-ImmuneSystem.mpg 5,874 3:16
videol7 = NASADT12-FlightPioneers.mpg 6,019 3:20
videol8 = NASAAATC-HurricanesAndComputerSimulation.mpg 6,099 3:23
videol9 = NASASF-MoonPhases.mpg 6,449 3:35
video20 = NASAFOF-ComputerSimulation.mpg 6,902 3:50
Total | 85974 44:23

Table 1. Videos used in the experiments.

o

Figure 2. Evaluation architecture.

3. Experimental Results

The experiments were conducted on the Open Video
Project files [1]. In order to analyze if the proposed algo-
rithm works properly, a sample of 20 videos was chosen, all
in MPEG-1 format (30 fps, 320 x 240 pixels), pertaining to
news and documentaries. The total duration of test videos
is about 45 minutes, and the duration of individual videos
varies from 1 to 4 minutes. Some details of test videos are
briefly listed in Table 1. The experiments were done using
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a Intel® Core™ Duo 1.83 GHz with 2GB RAM.

3.1. Pre-sample Analysis

A video sequence normally contains a large number of
frames. In order to ensure that humans do not perceive any
discontinuity in the video stream, a frame rate of at least
25 fps is required, that is, 90,000 images for one hour of
video content [11]. It is intuitively obvious that for a frame
rate of 25 fps, the 25 frames displayed for each second con-
tain a lot of redundant information. Thus, instead of consid-
ering all the video frames, VSUMM takes only a subset of
them (the so-called pre-sampling approach).

Pre-sampling is a technique largely used to reduce
the clustering time (for instance, the mechanism pro-
posed in [24] uses it) and is based on the idea that there
are redundancies among the X (e.g, 25) frames per sec-
ond of the input video. By using a sampling rate, the num-
ber of video frames to analyze can be reduced. Needless
to say the sampling rate assumes a fundamental impor-
tance, as the larger this sampling rate is, the shorter is the
clustering time, but the poorer results might be. For this rea-
son, some preliminary tests were made with about eight
videos randomly chosen from the 20 videos of the test set.
Using different sampling rates, the time necessary for pro-
ducing the summary was computed to know how many
frames have to be analyzed in the video. The sam-
pling rates were defined due to the video genres used



in this work for summarization (news and documen-
taries), which present long scenes.

The average computational time was computed by an-
alyzing all frames (none pre-sampling) and one frame out
of 30, 45, 60, 75 and 90 frames (see Table 2). From these
tests, it was observed that the quality of the produced sum-
maries showed no significant differences in results, except
for sample rate of one frame out of 90. To compare the
performance among the results (one frame out of 75 with
each other) we applied the student’s t-test within 95% confi-
dence interval [14], which proved that the alternatives were
statistically different, except between the sample rates one
frame out of 60 and 75 frames. As the second alternative
was slightly better, the next experiments were executed for
this alternative.

3.2. Attributes Analysis and User Study

To analyze the relative impact of the attributes described
in Section 2.1 we designed a 2* factorial experiment [14],
with k = 2 or k£ = 3 whether attribute was histogram or line
profiles, respectively. To keep the analysis simple, the fac-
tors that were known to affect the performance of the video
summarization were kept fixed at two levels as follows:

1. Number of frame clusters: 15 or 35 clusters.
2. Number of histogram bins: 16 or 256 bins.

3. Interval among line profiles: 10 or 40 lines.

For these new experiments, the same eight videos used
previously were taken. The results are shown in Table 3 and
Table 4, where one can see that the Sth experiment configu-
ration in Table 4 gives the best performance for video sum-
marization. From these results, we found that, with 95% of
confidence, the difference among histogram and line pro-
files is statistically significant. However, within a 95% con-

. Computational Time (sec.)
Videos ] 30p[ 45 [ 60 | 75 | 90
video2 | 59.11 | 2.07 | 143 | 1.12 [ 0.90 [ 0.79
video8 | 8576 | 2.92 | 143 | 1.62 | 1.26 | 1.09
video9 | 8734 | 2.95 | 2.00 | 1.55 | 1.27 | 1.13
videol1 | 83.86 | 293 | 1.98 | 1.53 | 1.20 | 1.08
videol2 | 9639 | 3.15 | 2.17 | 1.68 | 1.28 | 1.21
videol7 | 162.08 | 471 | 347 | 251 | 2.04 | 1.72
videol8 | 160.53 | 4.87 | 3.44 | 258 | 2.09 | 1.81
video20 | 172.85 | 5.43 | 3.80 | 3.01 | 2.26 | 2.00

| mean | 11349 [3.63 [259 | 1.95 [ 1.54 [ 135 |

Table 2. The average computational time by
analyzing all frames in the video and one
frame out of 30, 45, 60, 75 and 90 frames.
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Computational
A B Time (sec.)
15 | 16 1.50
351 16 1.56
15 | 256 1.68
35 | 256 1.91

Table 3. The average computational time by
analyzing the histogram. A stands for the
number of frame clusters and B for the num-
ber of histogram bins.

A B C Computational Time (sec.)
Horizontal | Vertical | Diagonal
15| 16 | 10 0.87 0.99 1.10
35| 16 | 10 1.26 1.27 1.29
15 | 256 | 10 0.81 0.95 1.12
35| 256 | 10 0.96 1.13 1.45
15| 16 | 40 0.65 0.90 0.82
35| 16 | 40 0.67 1.05 1.05
15 | 256 | 40 0.86 0.72 0.79
35 | 256 | 40 1.11 0.78 0.90

Table 4. The average computational time by
analyzing the line profiles. A stands for the
number of frame clusters, B for the number
of histogram bins and C for interval among
line profiles.

fidence interval, the mean difference among line profiles
were not statistically significant.

As the quality of the video summaries is even more im-
portant than the time necessary to produce a video sum-
mary, we invited ten individuals to evaluate the quality of
the summaries generated from best configuration histogram
and each best configuration line profile. These ten evalua-
tors include four graduate students and six undergraduate
students (majoring in computer science). Before the tests,
they could watch each video sample for as many times as
needed till he/she grasped the theme of the sample. Then
the evaluators watched summaries generated and answered
the following question: what is the relevance of each im-
age (keyframe) to the video summary according to the video
content? The average scores computed from Equation 1 are
shown in Table 5.

The results of users’ evaluation also show that the hor-
izontal line profile gives the best quality for video sum-
marization. Thus, the video summaries were produced for
20 videos chosen (see Table 1) with 16 histogram bins, in-
terval among profiles of 40 lines (i.e., 6 horizontal profiles)
and different number of frame clusters (15, 20, 25, 30 and



Score
Videos Histog Line Profile
" | Horiz. | Vert. [ Diag.
video2 3.6 3.7 3.5 3.7
video8 2.9 34 3.1 2.8
video9 2.8 33 2.9 2.9
videoll 33 3.7 3.5 33
videol?2 3.3 34 3.5 33
videol7 3.7 34 33 3.1
videol8 34 35 34 33
video20 33 33 3.2 3.1
| mean | 33 [ 35 [ 33 [ 32 |

Table 5. Results of users’ evaluation.

35 clusters). Results of applying the algorithm give for each
cluster an average computational time (in seconds) of 0.59,
0.64, 0.63, 0.64 and 0.65, respectively.

We compared our computational times with the results
reported in Li et al. [19]. They generated summaries for 15,
28 and 47 clusters, where the execution times were 3.91,
4.36 and 24.77 seconds, respectively. Notice that as the size
of the clusters increases, the execution time in [19] increases
much more. However, to draw comparisons among different
approaches, experimental conditions should be respected.

In order to support the validity of the evaluation method
proposed, the summaries produced were evaluated by the
same ten users. The best quality level (25 clusters) has an
average value of 4.3 and the worst (15 clusters) has 3.6.

After evaluating the summaries according to the pro-
posed approach, the users evaluated each video sum-
mary separately (i.e., the keyframes set that represent the
video summary) and we confirmed that the qualitative re-
sult achieved by the evaluation method describes approxi-
mately the measures of users’ relevance.

We illustrated our proposed method for video summa-
rization for all 20 test videos'. The video summary was
created with the best configuration obtained in experiments
(6 horizontal line profiles and 16 histogram bins). The num-
ber of frame clusters was fixed at 15 clusters. The proposed
method is illustrated for each video. First, the 15 frame clus-
ters are presented. Next, the keyframes are shown, where
one keyframe per cluster is selected. Finally, the similar
keyframes are filtered and the remaining keyframes are ar-
ranged in temporal order, to display the video summary.

3.3. Comparison with Open Video Storyboard

The Open Video storyboards are generated using the al-
gorithm from [5] and some manual intervention to refine re-
sults so generated. The scheme for generating them is pub-

1 http://wavelet.dcc.ufmg.br/VSUMM
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lished in [23]. In this section, we provide a comparison! of
our results with Open Video storyboards for all 20 videos
described in Table 1. The length of the produced summary
was set in order to match the Open Video summary (i.e., if
the Open Video summary was of 5 keyframes, the length of
the VSUMM summary was set to 5 keyframes, too). Thus,
the maximal number of keyframes will be the same in the fi-
nal results.

Table 6 shows the quality results and number of
keyframes for each video summary. Based on the ex-
perimental results, we found out that for nine out of the
20 videos, the VSUMM summaries received a better qual-
ity score than the Open Video storyboards did; Five videos
received identical summary scores; For six videos, our sum-
maries received lower scores than the Open Video sto-
ryboards. We noticed that our highest score was equal
to 4.4 against the Open Video best score that was equal
to 4.0. Also, our worst results were equal to 3.3. Further-
more, we achieved five videos with scores greater than or
equal to 4.0, while the Open Video obtained only one score
equal to 4.0.

To illustrate this comparison, we present the results for
three videos from the test videos. In Figure 3, the VSUMM
summary presented a better quality score than the Open
Video storyboard. On the other hand, in Figure 4, the
Open Video storyboard showed a better quality score than
VSUMM summary. And, in Figure 5, the VSUMM sum-

Videos Score #Keyframes
ov [ VSUMM | OV [ VSUMM
videol 4.0 44 20 10
video2 3.8 3.8 14 9
video3 35 3.5 18 10
video4 3.8 4.1 12 9
video5 39 3.5 7 7
video6 33 33 12 10
video7 3.0 3.6 12 8
video8 3.8 3.7 12 7
video9 34 33 6 6
videol0 | 3.4 3.7 12 8
videoll | 3.8 3.8 29 15
videol2 | 3.6 38 26 10
videol3 | 3.7 4.0 8 6
videol4 | 3.8 3.5 10 6
videol5 | 3.7 3.6 12 10
videol6 | 3.7 4.0 6 5
videol7 | 3.7 4.0 19 9
videol8 | 3.8 3.8 22 13
videol9 | 3.3 3.6 13 8
video20 | 3.8 3.6 19 11

Table 6. Comparison of VSUMM summaries
with Open Video storyboards.




(b) Open Video storyboard

Figure 3. VSUMM summary versus Open
Video storyboard for video1.

mary and Open Video storyboard exhibited identical scores.

Since no statement is given about the time needed to
build the storyboards in the Open Video Project, as well
as nothing is said about the running time of the method on
which the project is based [5], we did not compare VSUMM
computational time with Open Video.

4. Conclusion

In this paper, we presented VSUMM, a simple and ef-
ficient approach for video summarization. VSUMM used
only color attributes to generate good quality summaries
with low computational time. We also presented a method
for the quantitative evaluation of the video summaries. The
method proposed provided a measure to compare the qual-
ity of summaries of different techniques for video sum-
marization. We compared our video summaries to Open
Video storyboards. We showed that in most cases VSUMM
achieved the best score, it can be said that the quality of the
summary produced by VSUMM and Open Video is compa-
rable.

More tests of the evaluating method must be done to
confirm its applicability into video summarization evalua-
tion. But, at the moment, it is acceptable that this approach
may be a viable alternative to compare the quality of video
summaries created by different approaches. We also intend
to test VSUMM on different genres of videos (cartoons,
sports, tv-shows, talk-show). In addition, VSUMM can be
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(a) VSUMM summary

(b) Open Video storyboard

Figure 4. VSUMM summary versus Open
Video storyboard for video5.

(b) Open Video storyboard

Figure 5. VSUMM summary versus Open
Video storyboard for video6.

easily used to generate video skims. For this, the video shots
should be identified, according to selected keyframes in the
static video summary.
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