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Today’s Agenda

● Neural Networks vs. Convolutional Networks

● What is a convolution?

● Convolutional Neural Networks

○ Convolution Layer

○ Pooling Layer

○ Fully-connected Layer
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Neural Networks

CIFAR-10

Input
Layer

Hidden 
Layers

Output 
Layer

32 ⨉ 32 ⨉ 3 image ⇒ stretch to 3072 ⨉ 1 
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Neural Networks
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Neural Networks
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What is a Convolution?

Convolution is the process of adding each element 
of the image to its local neighbors, weighted by 
the kernel.
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What is a Convolution?
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1 0 1

3 ⨉ 3 filter

5 ⨉ 5 matrix
(image)
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What is a Convolution?
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What is a Convolution?

1 1 1 0 0

0 1 1 1 0

0 0 1 1 1

0 0 1 1 0

0 1 1 0 0

1 0 1

0 1 0

1 0 1

3 ⨉ 3 filter

4

1*1 + 1*0 + 1*1 + 
0*0 + 1*1 + 1*0 + 
0*1 + 0*0 + 1*1 = 4 5 ⨉ 5 matrix

(image)
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What is a Convolution?

1 1 1 0 0

0 1 1 1 0

0 0 1 1 1

0 0 1 1 0

0 1 1 0 0

1 0 1

0 1 0

1 0 1

3 ⨉ 3 filter

4 3 4

2 4 3

2 3 4

1*1 + 1*0 + 1*1 + 
1*0 + 1*1 + 0*0 + 
1*1 + 0*0 + 0*1 = 45 ⨉ 5 matrix

(image)
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0 1 0

1 -4 1

0 1 0

Edge 
Detection

What is a Convolution?
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-2 -1 0

-1 1 1

0 1 2

Emboss

What is a Convolution?
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What is a Convolution?

-1 -1 -1

-1 8 -1

-1 -1 -1

0 -1 0

-1 5 -1

0 -1 0

1 1 1

1 1 1

1 1 1

1 2 1

2 4 2

1 2 1

1/9 1/16

SharpenEdge 
Detection

Box blur Gaussian blur 
3 × 3
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Today’s Agenda

● Neural Networks vs. Convolutional Networks

● What is a convolution?

● Convolutional Neural Networks

○ Convolution Layer

○ Pooling Layer

○ Fully-connected Layer
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Convolutional 
Neural Networks 

(CNNs)

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53

“Gradient-based learning applied to document recognition”, 
1998 http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf



There are a few distinct types of layers (e.g., CONV/POOL/FC 
are by far the most popular). 16



Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve the filter with the image i.e. 
“slide over the image spatially, computing 
dot products”

5 ⨉ 5 ⨉ 3 filter
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve the filter with the image i.e. 
“slide over the image spatially, computing 
dot products”

5 ⨉ 5 ⨉ 3 filter

Filters always extend the full 
depth of the input volume 19



Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

3 

5 ⨉ 5 ⨉ 3 filter
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

w
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

1 number:

5*5*3 = 75-dimensional 
dot product + bias)

wTx + bw
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

1 number:

5*5*3 = 75-dimensional 
dot product + bias)

wTx + bw
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

1 number:

5*5*3 = 75-dimensional 
dot product + bias)

wTx + bw

That region in the input image is called the 
local receptive field for the hidden neuron. 24



Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve (slide) over 
all spatial locations
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve (slide) over 
all spatial locations

activation map

28 

128 
32 ⨉ 32 ⨉ 3 image
5 ⨉ 5 ⨉ 3 filter
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve (slide) over 
all spatial locations

activation maps

28 

228 
32 ⨉ 32 ⨉ 3 image
5 ⨉ 5 ⨉ 3 filter

(considering a second filter)
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve (slide) over 
all spatial locations

32 ⨉ 32 ⨉ 3 image
5 ⨉ 5 ⨉ 3 filter

If we had 6 5 ⨉ 5 ⨉ 3 filters ...
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Convolution Layer

32 ⨉ 32 ⨉ 3 image ⇒ preserve spatial structure

32 
3 

32 

Convolve (slide) over 
all spatial locations

32 ⨉ 32 ⨉ 3 image
5 ⨉ 5 ⨉ 3 filter

If we had 6 5 ⨉ 5 ⨉ 3 filters ...

6 activation maps

28 
6

28 

29



http://cs231n.github.io/c
onvolutional-networks
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Credit: Martin Görner, @martin_gorner (twitter) 31



Convolutional Networks

32 ⨉ 32 ⨉ 3 

Sequence of Convolutional Layers, interspersed with activation functions.

CONV.
ReLU
e.g. 6 
5 ⨉ 5 ⨉ 3 
filters

28 ⨉ 28 ⨉ 6 

CONV.
ReLU
e.g. 10 
5 ⨉ 5 ⨉ 6 
filters

24 ⨉ 24 ⨉ 10 

CONV.
ReLU
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A Closer Look at Spatial Dimensions

32 
3 

32 

Convolve (slide) over 
all spatial locations

activation map

28 

128 
32 ⨉ 32 ⨉ 3 image
5 ⨉ 5 ⨉ 3 filter
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
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7 
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35



A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter

36



A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter

37



A Closer Look at Spatial Dimensions
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7 
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter

39



A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter

⇒ 5 ⨉ 5 output
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 2
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 2
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 2
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 2
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 2

⇒ 3 ⨉ 3 output
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 3?
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A Closer Look at Spatial Dimensions

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
applied with stride 3?

Doesn’t fit!
cannot apply 3 ⨉ 3 filter on
7 ⨉ 7 input with stride 3.
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A Closer Look at Spatial Dimensions

N

N 

Output size:
(N - F) / stride + 1F

F
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A Closer Look at Spatial Dimensions

N

N 

Output size:
(N - F) / stride + 1

e.g. N = 7, F = 3:
stride 1 ⇒ (7 - 3)/1 + 1 = 5

F

F
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A Closer Look at Spatial Dimensions

N

N 

Output size:
(N - F) / stride + 1

e.g. N = 7, F = 3:
stride 1 ⇒ (7 - 3)/1 + 1 = 5
stride 2 ⇒ (7 - 3)/2 + 1 = 3

F

F
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A Closer Look at Spatial Dimensions

N

N 

Output size:
(N - F) / stride + 1

e.g. N = 7, F = 3:
stride 1 ⇒ (7 - 3)/1 + 1 = 5
stride 2 ⇒ (7 - 3)/2 + 1 = 3
stride 3 ⇒ (7 - 3)/3 + 1 = 2.33 

F

F
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In Practice: Common to zero pad the border

0 0 0 0 0 0 0 0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0 0 0 0 0 0 0 0
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In Practice: Common to zero pad the border

7 ⨉ 7 input, 
3 ⨉ 3 filter applied 
with stride 1 with pad 1 

What is the output?

0 0 0 0 0 0 0 0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0 0 0 0 0 0 0 0
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In Practice: Common to zero pad the border

7 ⨉ 7 input, 
3 ⨉ 3 filter applied 
with stride 1 with pad 1 

What is the output?
7 ⨉ 7 output

0 0 0 0 0 0 0 0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0 0 0 0 0 0 0 0
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In Practice: Common to zero pad the border

In general, common to see CONV 
layers with stride 1, filters of size 
F ⨉ F, and zero-padding with (F-1)/2 
(will preserve size spatially).

e.g. F = 3 ⇒ zero pad with 1
e.g. F = 5 ⇒ zero pad with 2
e.g. F = 7 ⇒ zero pad with 3

0 0 0 0 0 0 0 0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0 0 0 0 0 0 0 0
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56
https://arxiv.org/abs/1811.11718



32 ⨉ 32 ⨉ 3 

CONV.
ReLU
e.g. 6 
5 ⨉ 5 ⨉ 3 
filters

28 ⨉ 28 ⨉ 6 

CONV.
ReLU
e.g. 10 
5 ⨉ 5 ⨉ 6 
filters

24 ⨉ 24 ⨉ 10 

CONV.
ReLU

Shrinking too fast is not good, doesn’t work well.
32 → 28 → 24 → ...
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Input volume: 32 ⨉ 32 ⨉ 3
10 5 ⨉ 5 filters with stride 1, pad 2

Number of parameters in this layer?

Number of Parameters
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Input volume: 32 ⨉ 32 ⨉ 3
10 5 ⨉ 5 filters with stride 1, pad 2

Number of parameters in this layer?
Each filter has 5*5*3 + 1 = 76 parameters (+1 for bias)
=> 76*10 = 760

Number of Parameters

59



Dilated Convolution

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2

“Multi-Scale Context Aggregation by Dilated Convolutions”, ICLR 2016, https://arxiv.org/abs/1511.07122
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Dilated Convolution

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2
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Dilated Convolution

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2
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Dilated Convolution

7
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7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2
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Dilated Convolution
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with stride 1 with dilation 2
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Dilated Convolution

7

7 
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Dilated Convolution

7

7 
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assume 3 ⨉ 3 filter
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Dilated Convolution

7

7 
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Dilated Convolution

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2
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Dilated Convolution

7

7 

7 ⨉ 7 input (spatially)
assume 3 ⨉ 3 filter
with stride 1 with dilation 2
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Standard Convolution Dilated Convolution
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“A Guide to Convolution Arithmetic for Deep Learning” 
https://arxiv.org/pdf/1603.07285 (Janeiro, 2018)

Convolutions

71

https://arxiv.org/pdf/1603.07285


There are a few distinct types of layers (e.g., CONV/POOL/FC 
are by far the most popular). 72



● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer
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● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer

Max pooling with 2 ⨉ 2 
filters and stride 2

1 1 2 4

5 6 7 8

3 2 1 0

1 2 3 4
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● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer

Max pooling with 2 ⨉ 2 
filters and stride 2

1 1 2 4

5 6 7 8

3 2 1 0

1 2 3 4

6
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● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer

Max pooling with 2 ⨉ 2 
filters and stride 2

1 1 2 4

5 6 7 8

3 2 1 0

1 2 3 4

6 8
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● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer

Max pooling with 2 ⨉ 2 
filters and stride 2

1 1 2 4

5 6 7 8

3 2 1 0

1 2 3 4

6 8

3
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● Makes the representations smaller and more manageable 
● Operates over each activation map independently

Pooling Layer 

Max pooling with 2 ⨉ 2 
filters and stride 2

1 1 2 4

5 6 7 8

3 2 1 0

1 2 3 4

6 8

3 4
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There are a few distinct types of layers (e.g., CONV/POOL/FC 
are by far the most popular). 79



Fully Connected Layer

● Contains neurons that connect to the entire input volume, as in 
ordinary Neural Networks
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http://scs.ryerson.ca/~aharley/vis/conv/flat.html



Visualizing a CNN trained on Handwritten Digits

● Input image: 1024 pixels (32 x 32 image) 
● CONV 1 (+ RELU):  6 5 × 5 (stride 1) filters
● POOL 1: 2 × 2 max pooling (with stride 2) 
● CONV 2 (+ RELU): 16 5 × 5 (stride 1) filters
● POOL 2: 2 × 2 max pooling (with stride 2)
● 2 FC layers:

○ 120 neurons in the first FC layer
○ 100 neurons in the second FC layer

● Output layer: 10 neurons in the third FC
82



● CNNS stack CONV, POOL, FC layers, and (Softmax)
● Trend towards smaller filters and deeper architectures

http://neuralnetworksanddeeplearning.com/chap6.html#final_conv
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“Deep Learning”, Goodfellow & Bengio & 
Courville, 2016. 

http://www.deeplearningbook.org/contents/convnets.html
84
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“A friendly introduction to Convolutional Neural Networks and 
Image Recognition” https://youtu.be/2-Ol7ZB0MmU
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Machine Learning Books

● Hands-On Machine Learning with Scikit-Learn and TensorFlow, Chap. 11 & 13

Machine Learning Courses

● https://www.coursera.org/learn/neural-networks

● “The 3 popular courses on Deep Learning”: 
https://medium.com/towards-data-science/the-3-popular-courses-for-deeplearning
-ai-ac37d4433bd
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