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Deep Learning:
Hype or Reality?
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Today’s Agenda

● What is Deep Learning?

● Deep Learning & Applications
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What is 
Deep Learning?
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“Deep learning allows computers to learn 
from experience and understand the world 
in terms of a hierarchy of concepts, with 
each concept defined through its relation to 
simpler concepts.

[Goodfellow & Bengio & Courville, 2016]
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“Deep learning allows computational 
models that are composed of multiple 
processing layers to learn representations 
of data with multiple levels of abstraction.”

[LeCun & Bengio & Hinton, 2015]
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Note: I am not the creator of the above image. I have been unable to locate the original source. If this is your image please let me know so I can give you proper attribution.
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Traditional Recognition

Classifier “cat”
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Traditional Recognition
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Traditional Recognition
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Deep Learning
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Deep Learning

Histogram Classifier “cat”Edges k-means
Sparse code

Specialized components

“cat”

Generic components

“cat”

Generic components, going deeper
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Deep Learning:
Applications
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“Realtime Multi-Person 2D Human Pose Estimation using Part Affinity Fields”, CVPR 2017

DL is everywhere ... pose estimation
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http://www.youtube.com/watch?v=pW6nZXeWlGM


http://www.nada.kth.se/cvap/actions

KTH Dataset (2005)
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http://www.youtube.com/watch?v=Jm69kbCC17s


“Through-Wall Human Pose Estimation Using Radio Signals”, CVPR 2018

DL is everywhere ... pose estimation
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http://www.youtube.com/watch?v=kBFMsY5ZP0o


“Grape Detection, Segmentation and Tracking using Deep Neural Networks and Three-dimensional Association” (under review)

DL is everywhere ... grape detection & segmentation

http://www.youtube.com/watch?v=1Hji3GS4mm4
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DL is everywhere ... Elsgate classification

“Combating the Elsagate Phenomenon: Deep Learning Architectures for Disturbing Cartoons”, IWBF 2019
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Melanomas (top row) and benign skin lesions (bottom row)
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DL is everywhere ... skin cancer classification

“Towards Automated Melanoma Screening: Proper Computer Vision & Reliable Results”, 2016
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These images are not real!
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“Skin Lesion Synthesis with Generative Adversarial Networks”, MICCAI 2018



“A Style-Based Generator Architecture for Generative Adversarial Networks”, CVPR 2019

DL is everywhere ... face synthesis
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http://www.youtube.com/watch?v=-cOYwZ2XcAc


DL is everywhere … image style transfer 

“Image Style Transfer using Convolutional Neural Networks”, CVPR 2016 25



DL is everywhere … image colorization

“Colorful Image Colorization”, ECCV 2016 26



DL is everywhere … audio synthesis

“Synthesizing Obama Learning Lip Sync from Audio”, SIGGRAPH, 2017
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DL is everywhere … image captioning

No errors Minor errors Somewhat related

A white teddy bear 
sitting in the grass

A man in baseball 
uniform throwing a ball

A woman is holding a 
cat in her hand

A man riding a wave on 
top of a surfboard

A cat sitting on a
suitcase on the floor

A woman standing on a 
beach holding a surfboard

Image 
Captioning

Captions generated by Justin 
Johnson using Neuraltalk.



DL is everywhere … text generation
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 Proof. Omitted.

DL is everywhere … text generation
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Training: “Maior dúvida da aula” 27/october/2017
https://github.com/llSourcell/recurrent_neural_network
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Training: “Maior dúvida da aula” 27/october/2017
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Training: “Maior dúvida da aula” 27/october/2017
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Training: “Maior dúvida da aula” 27/october/2017
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Convolutional Neural Networks
Machine Learning

Prof. Sandra Avila
Institute of Computing (IC/Unicamp)

MC886, October 9, 2019
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(Largely based on slides from Fei-Fei Li & Justin Johnson & Serena Yeung)



Today’s Agenda

● Neural Networks vs. Convolutional Networks

● What is a convolution?

● Convolutional Neural Networks

○ Convolution Layer

○ Pooling Layer

○ Fully-connected Layer
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Neural Networks

CIFAR-10

Input
Layer

Hidden 
Layers

Output 
Layer

32 ⨉ 32 ⨉ 3 image ⇒ stretch to 3072 ⨉ 1 
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Neural Networks

CIFAR-10

Input
Layer

Hidden 
Layers

Output 
Layer

32 ⨉ 32 ⨉ 3 image ⇒ stretch to 3072 ⨉ 1 
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10 𝚯x
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Neural Networks
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Neural Networks
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Neural Networks

0 0 3 2

1 1 0 1

4 2 1 2

0 2 1 5

0

0

3

2

1

1

0

1

 ⠇

2

1

5
43



What is a Convolution?
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What is a Convolution?

Convolution is the process of adding each element 
of the image to its local neighbors, weighted by 
the kernel.
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What is a Convolution?

1 1 1 0 0

0 1 1 1 0

0 0 1 1 1

0 0 1 1 0

0 1 1 0 0

1 0 1

0 1 0

1 0 1

3 ⨉ 3 filter

5 ⨉ 5 matrix
(image)
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What is a Convolution?
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What is a Convolution?
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0*1 + 0*0 + 1*1 = 4 5 ⨉ 5 matrix

(image)
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What is a Convolution?
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1 1 1 0 0

0 1 1 1 0

0 0 1 1 1

0 0 1 1 0

0 1 1 0 0

1 0 1

0 1 0

1 0 1

3 ⨉ 3 filter

4 3 4

1*1 + 0*0 + 0*1 + 
1*0 + 1*1 + 0*0 + 
1*1 + 1*0 + 1*1 = 4 5 ⨉ 5 matrix

(image)
50



What is a Convolution?
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(image)
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What is a Convolution?
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What is a Convolution?
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0 1 0

1 -4 1

0 1 0

What is a Convolution?
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0 1 0

1 -4 1

0 1 0

Edge 
Detection

What is a Convolution?
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-2 -1 0

-1 1 1

0 1 2

Emboss

What is a Convolution?
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What is a Convolution?
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References

Machine Learning Books

● Hands-On Machine Learning with Scikit-Learn and TensorFlow, Chap. 11 & 13

Machine Learning Courses

● https://www.coursera.org/learn/neural-networks

● “The 3 popular courses on Deep Learning”: 
https://medium.com/towards-data-science/the-3-popular-courses-for-deeplearning
-ai-ac37d4433bd
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