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Unsupervised Learning

Machine Learning 
Technique

Input Output

The goal of unsupervised learning is to find patterns in the 
data, and build new and useful representations of it.



Unsupervised 
Learning

Clustering algorithm tries 
to detect similar groups.

Dimensionality reduction 
tries to simplify the data 
without losing too much 
information.



Applications

● Social network analysis

● Market segmentation

● Information compression

● Information retrieval

● ...



Today’s Agenda

● Clustering

○ k-Means Algorithm

○ Optimization Objective

○ Random Initialization

○ Choosing the Number of Clusters

● Dimensionality Reduction
○ bbb



Clustering
k-Means Algorithm



Did anyone say pizza?

https://www.youtube.com/watch?v=IpGxLWOIZy4 
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k-Means Clustering



k-Means Clustering

Centroids

Clusters



k-Means: Image Segmentation

Credit: Christopher Bishop
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k-Means Algorithm

1. Define the k centroids. 

2. Find the closest centroid & update cluster assignments. 

3. Move the centroids to the center of their clusters. 

4. Repeat steps 2 and 3 until the centroid stop moving a lot 
at each iteration.
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1. Define the k centroids.                                               
Initialize these at random.



k-Means Algorithm

1. Define the k centroids. 

2. Find the closest centroid & update cluster assignments. 
Assign each data point to one of the k clusters.             
Each data point is assigned to the nearest centroid’s 
cluster (Euclidean distance).



k-Means Algorithm

1. Define the k centroids. 

2. Find the closest centroid & update cluster assignments. 

3. Move the centroids to the center of their clusters.       
The new position of each centroid is calculated as the 
average position of all the points in its cluster.



k-Means Algorithm

1. Define the k centroids. 

2. Find the closest centroid & update cluster assignments. 

3. Move the centroids to the center of their clusters. 

4. Repeat steps 2 and 3 until the centroid stop moving a lot 
at each iteration (i.e., until the algorithm converges).



k-Means Algorithm

Input:

➔ K (number of clusters)

➔ Training set



k-Means Algorithm

Randomly initialize K cluster centroids                          ∈ ℝn

repeat {
for i = 1 to m

:= index (from 1 to K) of cluster centroid closest to
for k = 1 to K

:= average (mean) of points assigned to cluster k
}
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repeat {
for i = 1 to m

:= index (from 1 to K) of cluster centroid closest to
for k = 1 to K

:= average (mean) of points assigned to cluster k
}

Cluster assignment step
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Randomly initialize K cluster centroids                          ∈ ℝn

repeat {
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k-Means Algorithm

Randomly initialize K cluster centroids                          ∈ ℝn

repeat {
for i = 1 to m

:= index (from 1 to K) of cluster centroid closest to
for k = 1 to K

:= mean of points assigned to cluster k
}

  Q: What if a cluster doesn't  
  have any element?



k-Means Algorithm

Randomly initialize K cluster centroids                          ∈ ℝn

repeat {
for i = 1 to m

:= index (from 1 to K) of cluster centroid closest to
for k = 1 to K

:= mean of points assigned to cluster k
}

 Q: What happens when we don't   
 have very well separated clusters?



Clustering 
Optimization Objective



k-Means Optimization Objective

= index of cluster (from 1 to K) to which example       is currently 
assigned
= cluster centroid k
= cluster centroid of cluster to which example       has been assigned

                          

        



k-Means Optimization Objective

= index of cluster (from 1 to K) to which example       is currently 
assigned
= cluster centroid k
= cluster centroid of cluster to which example       has been assigned

Optimization objective: 



k-Means Optimization Objective

Randomly initialize K cluster centroids                          ∈ ℝn

repeat {
for i = 1 to m

:= index (from 1 to K) of cluster centroid closest to
for k = 1 to K

:= mean of points assigned to cluster k
}



Clustering 
Random Initialization



Random Initialization

Should have K < m.

Randomly pick K training
examples.

Set                 equal to these
K examples.
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Should have K < m.
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Set                 equal to these
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https://www.naftaliharris.com/blog/visualizing-k-means-clustering/





Random Initialization

for i = 1 to 100 {
Randomly initialize k-Means.
Run k-Means. Get                                           .
Compute cost function J.

}

Pick clustering that gave lowest cost J(                                          ).               



Can we do better?



● One idea for initializing k-Means is to use a farthest-first 
traversal on the data set, to pick K points that are far 
away from each other.

Can we do better?





● One idea for initializing k-Means is to use a farthest-first 
traversal on the data set, to pick K points that are far 
away from each other.

● However, this is too sensitive to outliers.

Can we do better?



k-Means++ (Arthur & Vassilvitski, 2007)

● It works similarly to the “farthest” heuristic.

● Choose each point at random, with probability 
proportional to its squared distance from the centers 
chosen already.



k-Means++ (Arthur & Vassilvitski, 2007)

● It works similarly to the “farthest” heuristic.

● Choose each point at random, with probability 
proportional to its squared distance from the centers 
chosen already.

scikit-learn 
(default) 



Clustering
Choosing the number of clusters



What is the right value of K? 
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Elbow Method
J = Sum of Squared Error (SSE)
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Q: You find that cost function J is 
much higher for k = 5 than for k =3. 
What can you conclude?

Elbow Method
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