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After each update, parameters corresponding to inputs 
going into each of two hidden units are identical.

Symmetric Weights



Symmetric Breaking

● We must initialize 𝚯 to a random value in [-𝜀, 𝜀]              
(i.e. [-𝜀 ≤ 𝚯 ≤ 𝜀])

● If the dimensions of Theta1 is 3x4, Theta2 is 3x4 and 
Theta3 is 1x4.

Theta1 = random(3,4) * (2 * EPSILON) - EPSILON;    
Theta2 = random(3,4) * (2 * EPSILON) - EPSILON;   
Theta3 = random(1,4) * (2 * EPSILON) - EPSILON;
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Given one training example (x, y):

Forward Propagation
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Intuition:               “error” of node j in layer l.

For each output unit (layer L = 4)

For each hidden unit

Gradient Computation: Backpropagation Algorithm
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Backpropagation Algorithm
Training Set:
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For i = 1 to m  

Set

Performed forward propagation to compute         for l = 2, 3, …, L 

Using        , compute

Compute



Backpropagation Algorithm
Training Set:

Set                 (for all l, i, j)

For i = 1 to m  

Set

Performed forward propagation to compute         for l = 2, 3, …, L 

Using        , compute

Compute

will be used as accumulators for computing  
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Gradient Descent

Want                 :

repeat {

  

 }
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A Step by Step 
Backpropagation Example



https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/



Initial weights, the biases, and training inputs/outputs.

Given inputs 0.05 and 0.10, 
we want the neural network to output 0.01 and 0.99.

https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/
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The Forward Pass



The Error
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Neural Networks and Deep Learning: http://neuralnetworksanddeeplearning.com
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Softmax Classification

Cat
Dog
Frog
Car

5.1
3.2
-1.7
-2.0

164.0
24.5
0.18
0.13

0.87
0.13
0.00
0.00
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