
Machine Learning
A High Level Overview

Prof. Sandra Avila
Institute of Computing (IC/Unicamp)

MC886, August 12, 2019

REC    D
reasoning for complex data



The Hype



ht
tp

s:
//w

w
w

.e
co

no
m

is
t.c

om
/n

ew
s/

le
ad

er
s/

21
72

16
56

-d
at

a-
ec

on
om

y-
de

m
an

ds
-n

ew
-a

pp
ro

ac
h-

an
tit

ru
st

-r
ul

es
-w

or
ld

s-
m

os
t-v

al
ua

bl
e-

re
so

ur
ce

3



ht
tp

s:
//t

ec
hc

ru
nc

h.
co

m
/2

01
8/

03
/2

7/
da

ta
-is

-n
ot

-th
e-

ne
w

-o
il/

4



ht
tp

s:
//w

w
w

.w
ire

d.
co

m
/s

to
ry

/n
o-

da
ta

-is
-n

ot
-th

e-
ne

w
-o

il/

5



ht
tp

s:
//w

w
w

.w
ire

d.
co

m
/2

01
6/

03
/g

oo
gl

es
-a

i-t
ak

in
g-

on
e-

w
or

ld
s-

to
p-

go
-p

la
ye

rs
/

6



ht
tp

s:
//w

w
w

.th
eg

ua
rd

ia
n.

co
m

/te
ch

no
lo

gy
/2

01
7/

m
ay

/2
5/

al
ph

ag
o-

go
og

le
-a

i-v
ic

to
ry

-w
or

ld
-g

o-
nu

m
be

r-
on

e-
ch

in
a-

ke
-ji

e#
im

g-
1

7



ht
tp

://
w

w
w

.in
de

pe
nd

en
t.c

o.
uk

/li
fe

-s
ty

le
/g

ad
ge

ts
-a

nd
-te

ch
/a

m
az

on
-e

ch
o-

sp
ea

ke
r-

ai
-a

le
xa

-v
oi

ce
-c

on
tro

l-f
ea

tu
re

s-
m

uc
h-

so
on

er
-th

an
-e

xp
ec

te
d-

a7
31

58
41

.h
tm

l

8



 The ENTIRE conference has sold out.

NIPS: Conference on Neural Information Processing Systems
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CVPR: Conference on Computer Vision and Pattern Recognition

Record 
attendance 
at 9,227 
registrants.
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A Ben Hadj Hassen
Faculty of Computer Science and Mathematics, University of Passau, Germany

L Uhlmann
Institute of Medical Biometry and Informatics, University of Heidelberg, Germany13



https://www.technologyreview.com/s/611397/machine-learning-predicts-world-cup-winner/
14



Why now?
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Machine Learning Frameworks

17



http://www.tomshardware.com/news/google-automl-aritifical-intelligence-ai,34533.html

“To create the image and speech recognition algorithms designed by 
AutoML, Google reportedly let a cluster of 800 TPUs iterate and crunch 
numbers for weeks.” 18
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Today’s Agenda

● What is Machine Learning?

● Why is this so Important?

● Types of Machine Learning Systems

● Main Challenges of Machine Learning

● Course Logistics

20



What is 
Machine Learning?



“Machine Learning is the science (and art) 
of programming computers so they can 
learn from data”. 

[Aurélien Géron, 2019]
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https://www.linkedin.com/pulse/ai-machine-learning-evolution-differences-connections-kapil-tandon

1950       1960        1970       1980      1990       2000       2010

ARTIFICIAL 
INTELLIGENCE MACHINE 

LEARNING
DEEP
LEARNING
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Why is this
so important?



MACHINE LEARNING

MACHINE LEARNING EVERYWHERE
25



Why is this so important?

● Data available at unprecedented scales
○ Petabyte, Exabyte, Zettabyte, Yottabyte scale computing ...

● Impossible for humans to deal with this information overflow

● Data       Information

26



Types of 
Machine Learning Systems

27



How they 
generalize

Instance based vs. 
Model based learning

Trained with 
human supervision
(or not)
Supervised vs. 
Unsupervised vs. 
Reinforcement 
learning

Can learn 
incrementally on 
the fly (or not)
Online vs. 
Batch Learning

Types of Machine Learning Systems
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How they 
generalize

Instance based vs. 
Model based learning

Trained with 
human supervision
(or not)
Supervised vs. 
Unsupervised vs. 
Reinforcement 
learning

Can learn 
incrementally on 
the fly (or not)
Online vs. 
Batch Learning

Types of Machine Learning Systems
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Machine Learning 
Technique

Input

Target

Output

Supervised Learning

30



Machine Learning 
Technique

Input

Target

Output Target
?

Supervised Learning
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Machine Learning 
Technique

Input

Output ?
Target

Unsupervised Learning
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Unsupervised Learning

Machine Learning 
Technique

Input Output

33



Reinforcement Learning

Agent

Environment

State
Reward

Action

34



Supervised 
Learning

Classification is used to 
predict discrete values 
(class labels).

Regression is used to 
predict continuous values.

35



Cures fast and effective! - Canadian *** Pharmacy #1 Internet 
Inline Drugstore Viagra Cheap Our price $1.99 …

Interested in your research on graphical models - Dear Prof., I 
have read some of your papers on probabilistic graphical models. 
Because I …

Bad

Good

Spam Filtering

36



Spam Filtering

100 emails

https://www.youtube.com/watch?v=IpGxLWOIZy4 
37



Spam Filtering

Non-spamSpam

25 emails 75 emails

38



Spam Filtering

Non-spamSpam

25 emails 75 emails

! “Cheap”
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Spam Filtering

Non-spamSpam

25 emails 75 emails

! ! ! !
! ! ! !
! ! ! !
! ! ! !
! ! ! !

!
!
!
!
!

! “Cheap”
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Spam Filtering

Non-spamSpam

If an email contains the 
word “cheap”, what is 
the probability of it being 
spam? 

! ! ! !
! ! ! !
! ! ! !
! ! ! !
! ! ! !

!
!
!
!
!

! “Cheap”
☐ 40%
☐ 60%
☐ 80%

41



Spam Filtering

Non-spamSpam

If an email contains the 
word “cheap”, what is 
the probability of it being 
spam? 

! ! ! !
! ! ! !
! ! ! !
! ! ! !
! ! ! !

!
!
!
!
!

! “Cheap”
☐ 40%
☐ 60%
☐ 80%

20 5
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Spam Filtering

Non-spamSpam

If an email contains the 
word “cheap”, what is 
the probability of it being 
spam? 

! ! ! !
! ! ! !
! ! ! !
! ! ! !
! ! ! !

!
!
!
!
!

! “Cheap”
☐ 40%
☐ 60%
☑ 
80%

80% 20%
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Spam Filtering
If an email contains the 
word “cheap”, what is 
the probability of it being 
spam? 

! “Cheap”                     80% ☐ 40%
☐ 60%
☑ 
80%

Conclusion: If an email 
contains the word 
“cheap”, the probability 
of it being spam is 80%.

! Spelling mistake        70%
Missing title               95%
etc ... 

!

!
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Naïve Bayes Algorithm
If an email contains the 
word “cheap”, what is 
the probability of it being 
spam? 

! “Cheap”                     80% ☐ 40%
☐ 60%
☑ 
80%

Conclusion: If an email 
contains the word 
“cheap”, the probability 
of it being spam is 80%.

! Spelling mistake        70%
Missing title               95%
etc ... 

!

!
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Skin Cancer Classification

Melanomas (top row) and benign skin lesions (bottom row)
“Towards Automated Melanoma Screening: Proper Computer Vision & Reliable Results”, https://arxiv.org/abs/1604.04024, 2016 46



Melanoma Benign
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These images are not real!

“Skin Lesion Synthesis with Generative Adversarial Networks”, https://arxiv.org/abs/1902.03253, MICCAI 2018 48



Sensitive Content Classification (Elsagate)

“Combating the Elsagate phenomenon: Deep learning architectures for disturbing cartoons”, https://arxiv.org/abs/1904.08910, IWBF 2019 49



Classification

● Example: Pornography classification

Porn

Non-porn

50



House Price Prediction
(Regression)

$ 70 000
https://www.youtube.com/watch?v=IpGxLWOIZy4 
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House Price Prediction
(Regression)

$ 160 000
52



House Price Prediction
(Regression)

???
53



House Price Prediction
(Regression)

Size (feet2)

Price
(in $ 10 000’s)

20

15

10

5

0
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House Price Prediction
(Regression)

Size (feet2)

Price
(in $ 10 000’s)

20

15

10

5

0

×

×16

7

??? 55



House Price Prediction
(Regression)

Size (feet2)

Price
(in $ 10 000’s)

20

15

10

5

0

×
×
×

× ×

×

×

×

What’s the best estimate 
for the price of the house?

☐ $ 80 000
☐ $ 120 000
☐ $ 190 000

??? 56



House Price Prediction
(Regression)

Size (feet2)

Price
(in $ 10 000’s)

20

15

10

5

0

×
×
×

× ×

×

×

×

What’s the best estimate 
for the price of the house?

☐ $ 80 000
☑ $ 120 
000
☐ $ 190 000

×12
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Linear Regression

Size (feet2)

Price
(in $ 10 000’s)

20

15

10

5

0

×
×
×

× ×

×

×

×

What’s the best estimate 
for the price of the house?

☐ $ 80 000
☑ $ 120 
000
☐ $ 190 000

×12
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Important Supervised Learning Algorithms

● Linear Regression

● Logistic Regression

● k-Nearest Neighbors

● Support Vector Machines (SVMs)

● Neural Networks

● Decision Trees and Random Forests

59



Unsupervised 
Learning

Clustering algorithm tries 
to detect similar groups.

Dimensionality reduction 
tries to simplify the data 
without losing too much 
information.

60



Did anyone say pizza?

https://www.youtube.com/watch?v=IpGxLWOIZy4 
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?
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Did anyone say pizza?

75



k-Means Clustering
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Important Unsupervised Learning Algorithms

● k-Means

● Hierarchical Cluster Analysis (HCA)

● Expectation Maximization

● Principal Component Analysis (PCA)

● Kernel PCA

● t-distributed Stochastic Neighbor Embedding (t-SNE)

● One-class SVM

77
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Main Challenges of 
Machine Learning



I SEE BAD DATA

80



Main Challenges of Machine Learning

}
}

● Insufficient quantity of training data
● Non representative training data
● Poor quality data 
● Irrelevant features

● Overfitting the training data
● Underfitting the training data

“Bad data”

“Bad algorithm”

81



Non Representative Training Data

In order to generalize well, it is crucial that your training data be 
representative of the new cases you want to generalize to.

82



Poor Quality Data

Obviously, if your training data is full of errors, outliers and 
noise, it will make it harder for the system to detect the 
underlying patterns, so your system is less likely to perform well.

83



Irrelevant Features

A critical part of the success of a Machine Learning project is 
coming up with a good set of features to train on. This is called 
feature engineering. 

● Feature Selection: the process of selecting the most useful features 
to train on among existing features.

● Feature Extraction: combining existing features to produce a more 
useful one.

84



Main Challenges of Machine Learning

}
}

● Insufficient quantity of training data
● Non representative training data
● Poor quality data 
● Irrelevant features

● Overfitting the training data
● Underfitting the training data

“Bad data”

“Bad algorithm”
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Overfitting the Training Data

Overfitting means that the model performs well on the training 
data but it does not generalize.

86
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Overfitting the Training Data

Overfitting happens when the model is too complex relative to 
the amount and noisiness of the training data.

88



Underfitting the Training Data

Underfitting is the opposite of overfitting: it occurs when your 
model is too simple to learn the underlying structure of the data.

89



Underfitting the Training Data

Underfitting is the opposite of overfitting: it occurs when your 
model is too simple to learn the underlying structure of the data.

Data

Model
90



Main Challenges of Machine Learning

}
}

● Insufficient quantity of training data
● Non representative training data
● Poor quality data 
● Irrelevant features

● Overfitting the training data
● Underfitting the training data

“Bad data”

“Bad algorithm”
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Validating and Testing

The only way to know how well a model will                    
generalize to new cases is to actually try it out on new cases.

92



Data

93



Data

Training Test

So evaluating a model is simple enough: just use a test set. 

It is common to use 80% of the data for training 
and hold out 20% for testing.
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Data

Training Test

So evaluating a model is simple enough: just use a test set. 

Now suppose you are hesitating between two models. How 
can you decide?

95



Data

Training Test

Training TestValidation

96



Cross Validation

Training Test

97



Training Test
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Skin Cancer Classification
ISIC Challenge 2017

Training data & Validation data & Test data
2000 images 150 images 600 images

“RECOD Titans at ISIC 
Challenge 2017”.
A. Menegola, J. Tavares, M. 
Fornaciali, L.T. Li, S. Avila, E. 
Valle, arXiv preprint 
arXiv:1703.04819, 2017.
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Skin Cancer Classification
ISIC Challenge 2017

Training data & Validation data & Test data
2000 images 150 images 600 images
95.1%             90.8%           87.4%
(internal validation)

“RECOD Titans at ISIC 
Challenge 2017”.
A. Menegola, J. Tavares, M. 
Fornaciali, L.T. Li, S. Avila, E. 
Valle, arXiv preprint 
arXiv:1703.04819, 2017.
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Skin Cancer Classification
ISIC Challenge 2017

Training data & Validation data & Test data
2000 images 150 images 600 images
95.1%             90.8%           87.4%
(internal validation)

“RECOD Titans at ISIC 
Challenge 2017”.
A. Menegola, J. Tavares, M. 
Fornaciali, L.T. Li, S. Avila, E. 
Valle, arXiv preprint 
arXiv:1703.04819, 2017.
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Skin Cancer Classification
ISIC Challenge 2017

Training data & Validation data & Test data
2000 images 150 images 600 images
95.1%             90.8%           87.4%
(internal validation)

“RECOD Titans at ISIC 
Challenge 2017”.
A. Menegola, J. Tavares, M. 
Fornaciali, L.T. Li, S. Avila, E. 
Valle, arXiv preprint 
arXiv:1703.04819, 2017.
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Summary

Validate Model
103



Summary

https://medium.com/@kozyrkov/the-most-po
werful-idea-in-data-science-78b9cd451e72
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Course Logistics



Course Logistics

● 4 credits (60 h/class)

● Material: 

○ Books, blogs, online courses

○ Optional textbook: 
“Hands-on Machine Learning with 
Scikit-Learn, Keras, & TensorFlow”, 2a 
ed., Aurélien Géron, 2019.

106



Grading Policy

● No written exam

107



Grading Policy: Maior Dúvida da Aula

● What is your main question? (individual) 5% 

○ To send by Moodle 

○ Until 3pm a day after the class

108



Grading Policy: Practical Assignments 

● 4 practical assignments (2 people): Technical Report & Code

● 10%: Linear Regression

● 20%: Logistic Regression & Neural Networks

● 15%: Dimensionality Reduction & Clustering

● 10%: Deep Learning

109



Grading Policy: Final Project

● Final Project (3 or 4 people) 40%

● 05% Proposal & Dataset

● 05% Baseline

● 10% Presentation (videos 4-minutes long)

● 20% Technical Report & Code

110



Grading Policy

● Final Project (4 or 5 people) 40%

● 5% Proposal & Dataset

● 5% Baseline

● 10% Presentation (videos 4-minutes long)

● 15% Technical Report & Code

https://www.youtube.com/playlist?list=PLyDEZrrEqytjn6ZKGcw7Ht09eSa8dv56-

111



https://www.youtube.com/playlist?list=PLyDEZrrEqytiPvIEY3TpPtnkFW71enOL9

112



Grading Policy

● Academic infraction ⇒ Zero

○ Allowing another to copy from one’s work.

○ Submitting the work of another as one’s own.  

○ Providing false or misleading information for the purpose of 

gaining an academic advantage. 

○ etc.
113



Frequency 

● The frequency must be greater than or equal to 

● 75% for approval.

114



Prerequisites

● Some Python programming experience 

○ http://learnpython.org

● Calculus, Linear algebra, Probabilities and Statistics

○ Part I: Applied Math and Machine Learning Basics
○ https://www.deeplearningbook.org 

115

http://learnpython.org
https://www.deeplearningbook.org/


Syllabus

● Submission 
● Moodle: www.ggte.unicamp.br/moodle

● Information 
www.ic.unicamp.br/~sandra/teaching/2019-2-mc886/

● Discussion 
● Slack workspace Machine Learning: ml-unicamp-2019.slack.com    

PED Erik Perillo or PAD Akari Ishikawa 
116

http://www.ggte.unicamp.br/moodle
http://www.ic.unicamp.br/~sandra/teaching/2019-2-mc886/
http://ml-unicamp.slack.com
http://ml-unicamp.slack.com


That’s all!
Credit: http://carlvondrick.com/ihog/


