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Abstract—Video streaming services represent most internet
traffic, and according to Cisco forecasts, in 2022, 82% of all
internet traffic will be dominated by video streaming. This
includes current video services as well as innovative services
such as Real-Time video Streaming and future cloud gaming,
whereas, for mobile devices, this estimate represents 78% of
all mobile data traffic. A good cloud architecture partially
solves some issues related to the live stream and Video on
Demand (VoD) services to accommodate video traffic. However,
a centralized cloud service introduces some issues such as higher
latency and core network congestion. Therefore, to improve video
services, it is paramount to distribute video streams according
to their requirements properly: a real-time video streaming
infrastructure is an interactive service that needs reduced delays
(a few milliseconds). At the same time, a non-interactive VoD
delivery can tolerate higher delays without impairing the quality
of experience. This work discusses and gives evidence for the
need for proper management and orchestration of video delivery
over the Internet as it is core to the smooth coexistence of
video services in multi-tier edge/cloud environments. The results
assessment corroborate that well-defined video management can
considerably increase the end-user QoE.

Index Terms—Edge computing, Cloud computing, Quality of
Experience, Video Streaming, Video-on-Demand, VoD

I. INTRODUCTION

Over the years, Internet traffic has grown exponentially
around the world, mainly due to multimedia content streaming,
which currently represents 70% of the whole traffic [1], [2].
The Over-the-top (OTT) provider can use the network edge
to cache and transmit the video traffic with an uninterrupted
streaming experience, as smooth as possible, to accommodate
this growing video demand. This includes standard video
services as well as innovative services such as real-time video
streams, and future gaming platforms using cloud infrastruc-
tures (e.g., AWS Wavelength and Google Stadia) [3]. This
trend imposes new challenges in video provisioning to satisfy
the Quality of Experience (QoE) guarantees for a wide range
of subscribers [4]. As it was originally designed to consider
the best-effort internet model for data transmission [5]—[7].

When the content provider saturates available bandwidth
or a particular set of service metrics across the network, the

cloud server (OTT provider) can reroute active connections
to one or more edge caches to service the required demand.
Such a model can be represented by a network organized
hierarchically in multi-tiers to maintain a distributed, balanced
traffic load [8].

Using the edge of the network with cache and replica
capabilities helps improve user satisfaction, but it can also
bring negative impacts. When many users start to request video
segments at the edge nodes, these surrogated nodes consider
static users and just one edge node tiers. These nodes are not
ready to deal with the constant changes in the number of users
and switching between different Access Points (AP) due to
user mobility. Several works of literature highlight edge/cloud
computing to deal with the new video traffic demands, but
there are neglected aspects related to dynamic load solutions.

Figure 1 depicts a multi-tier network architecture, which is
composed of a heterogeneous set of devices and applications
using distributed computing resources through multi-access
communication technology. Below the cloud layer, the network
edge is divided into three layers organized hierarchically. Core
Network Regional Edge can manage coordination across the
distributed infrastructure in this multi-tier ecosystem, for ex-
ample, in a smart city, followed by the Access Network Edge,
which supports a few dozen to maybe a few hundred local
nodes at the middle layer of the edge computing infrastructure.
The Edge gateways can be distributed on local edge nodes,
where the node re-transmits video content employing wired
or wireless communication.

Motivated by the characteristics mentioned above in multi-
tier edge/cloud scenarios to improve users’ satisfaction and
accommodate the growing video traffic, this paper discusses
the need for an orchestrator to provide video streaming con-
tent in dynamic scenarios. Our goal is to provide designers
and operators a performance analysis of a hierarchical edge
network and its impacts on the users’ QoE. In this paper, the
models we present are evaluated by a series of simulations
using a controlled environment, suggesting that dynamic re-
source allocation mechanisms are necessary to cope with video
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Fig. 1: A General Overview of the multi-tier network
environment.

demands, such as when users are mobile.

This paper is organized as follows. Section II presents the
related work on the impact of edge/cloud networks on video
streaming services. A brief analysis of the proposed multi-tier
edge/cloud network and a description of some opportunities of
using such architectures are given in Section III. Furthermore,
Section IV shows the preliminary results on the impact of the
network performance for video streaming services and moti-
vates further research on the topic, and Section V concludes
the paper.

II. MOTIVATION AND RELATED WORK

This section describes the related work in edge/cloud com-
puting for video streaming. Here, some representative works
in QoE are summarized regarding the edge network topologies
and their impacts on video provisioning.

Guan et al. [9] demonstrate the performance of the two-tier
edge caching network, presenting an algorithm with a 15%
hit rate in multimedia content consuming 20% less memory.
When a user requests a video, the address IP mapping redirects
the request to the nearest cache. If the cache node does not
hit the video, the edge node forwards it to the upper tier,
which forwards the request to the upper-tier until it reaches the
source. Otherwise, on any node storing the video in a cache,
it will return immediately without forwarding the request to
an upper tier.

Rosario et al. [8] present an architecture for virtual ma-
chine migration in real-time. During the migration, the video
provisioning is moved forward over a multi-tier network. The
architecture is based on the SDN paradigm for video distribu-
tion with QoE support. The work divides the edge into three
tiers to ensure storage, upload, and download capacity. The

cloud distributes the video content to the different edge levels
with the multimedia service in the experimental scenario.

Shen et al. [10] work with a set of cache proxy services
to analyze the cache miss occurrences. This work implements
a reactive approach where cache proxies download chunks of
multimedia content when requested. The cache services use
probability theory to improve the efficiency of transferring
corresponding video segments in the cloud. In this way, they
demonstrated an improvement in users’ QoE.

In Zhang et al. [11], the network consists of a cloud server
connected to a pool of baseband units and a set of remote
radio heads as cache nodes. The environment is organized
hierarchically in multiple layers, where the proposed heuristic
is formulated to consider the download rate between the nodes
in the cache. The solution has two objectives, first to minimize
the amount of backhaul traffic, and second, to improve the hit
rate in VoD systems.

Bentaleb et al. [12] develop a Game Theory Algorithm, a
new customer-oriented scheme within the client-side that seeks
to select the best bitrate. Unlike most works in Multimedia
Systems, in which users strive to maximize the QoE of the
viewer without considering other entities on the network,
this solution allows efficient collaboration between different
players. The multimedia scheme improves the users’ QoE
with emphasis on the perceptual quality of the viewer, with-
out explicit communication overload, respecting the decision
requirements of the existing players. In addition, this work
considers the cross-traffic in different network conditions.

The approaches above could decrease the traffic load and
improve QoE. However, more issues arise in such dynamic
scenarios: user mobility, collaborative cache services over
multi-edge, users’ number during flash crowds, and interac-
tive streaming requirements are not fully considered. Proper
management and orchestration of video delivery over the
Internet is core to the smooth coexistence of heterogeneous
video services. This work focuses on edge/cloud hierarchy
to show the impacts of video streaming services in a multi-
tier environment and discusses the need for real-time video
streaming orchestration.

III. ANALYSIS AND OPPORTUNITIES FOR A VIDEO
STREAMING ARCHITECTURE

Designing a cache hierarchy on vertically organized edge
nodes with an arbitrary number of tiers can present improve-
ments in users’ QoE [13]. The architecture mentioned above
works toward such advantages by serving the requested con-
tent as close as possible to the end-user, efficiently forwarding
requests between parent edge nodes within the hierarchy, and
balancing the video traffic considering hop counts and users
attended. In addition, the network core congestion is reduced
since it represents an operational overhead for the content



provider. As a preliminary outcome achieved by a multi-tier
network experiment, the QoE impact over a video streaming
service is assessed. After that, we describe some results about
the QoE characteristics and insights on the opportunities
of caching multimedia content in edge nodes of multi-tier
networks.

A. Impact of Fog Multi-tier Network Approach

To illustrate the differences in users’ performance requesting
a video from cache nodes in different tiers, consider two
users requesting the same multimedia content from different
layers. Then, an analysis of the impacts over the network is
performed. Figure 2 illustrates a two-tier network model. The
graphs show the results of bitrate, interruptions (stalls), video
buffer, and representations switch, respectively, from left to
right. Although a user requests a cache edge node video, it can
be located in layers L1 or L2. Each layer level has different
network factors, e.g., load, latency, so on. In Figure 1, an L1
layer can be interpreted as a personal computer, Access Point
or Base Station, and this layer transmits the video content
through wired or wireless communication channels, whereas
in the L2 layer, a specific Edge gateway can be distributed on
local edge nodes.

Apart from the initial interruption before the start of the
video, both users did not experience the same issue again
during the video execution. However, the user who received
the video from the nearest edge layer had a higher bit rate than
the user receiving the video from the upmost layer. Note that
the user receiving the video from the closest layer has filled
the buffer faster, and thus he/she managed to keep the video
playing at the best possible resolution. On the other hand, the
user who received the video from a more distant layer worked
with the buffer at the limit and constantly switched resolutions
so that there was no interruption during the video execution.
Even without any interruptions in both video playbacks, the
transmission from different tiers directly impacts the users’
QoE.

B. Multi-tier Edge-Cloud Network Opportunities

Below are discussed the opportunities for resource man-
agement in multi-tier edge/cloud networks to provide video
transmission. The advantages of nodes closer to end-users can
improve the functioning of the network as a whole. We discuss
some insights that can be used in favor of network and provider
admin in the infrastructure for video transmission.

1) Improving the User’s QoE: In a multi-tier environment
composed of more than one-tier resource availability, the
resources can host the video content near the end-users.
This allows reducing latency and mitigating the load on
the network core. The edge nodes are composed of specific
resources combined to carry out the video transmission to

integrate video streaming services in such communication
environments. Within this context, integrating QoE feedback
models inside the player raises an opportunity to improve the
users’ satisfaction. The results reported in Figure 2 suggest that
it is possible to improve the users’ satisfaction using the edge
multi-tier network. Depending on the video service allocation
level, it is possible to provide a smooth video playback even
in an overloaded network.

2) Potential Bandwidth Saving: Videos streamed in higher
quality increase the network bandwidth use. Consequently,
provisioning from the Cloud will incur high communication
expenses in the core network. The process of delivering part of
the video along the network can significantly save bandwidth
instead of sending the entire video to an edge server or by
lowering the encoding quality of uninteresting portions of
the video. Different delivery approaches can have different
performances to reduce the uplink bandwidth use. Because
of that, it is possible to contemplate an end-to-end design
of video streaming, wherein the edge server adapts the video
streams based on uplink and downlink bandwidth capacities.
Additionally, new forms of video content are being generated
today and may present opportunities for bandwidth saving and
video services orchestration in edge-cloud infrastructures.

3) Cacheability: Nodes located at the edge are responsible
for providing resources to VoD providers to allocate their
caches. The allocated caches make multi-hops within the
edge itself to serve the end-user. With this characteristic,
different possibilities in the multi-tier network still have to
be studied, such as cache allocation, placement, replacement,
and selection caches, usually making decisions in real-time.
These problems can offer a better video streaming service.
In addition, an orchestrator has to consider the user’s mobility
and/or the possibility of predicting the direction of movement.
In this way, as the user changes their trajectory, new caching
mechanisms can use this information to optimize streaming
video services.

IV. PERFORMANCE EVALUATION

This section describes the experimental evaluation of the
proposed multi-tier video delivery architecture, including ini-
tial evaluation scenarios, metrics, methodology, and outcomes.

A. Experimental Setup

We use Adaptive Multimedia Streaming (AMuSt) [14]
to implement a video streaming server, and the server
is implemented through Dynamic Adaptive Streaming over
HTTP (DASH), with users that allow adaptive video stream-
ing. The AMuSt framework provides a set of applications
for producing and consuming adaptable videos based on
the DASH standard. DASH functionality is provided by the
libdash library [15], an open source library that provides
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Fig. 2: Bitrate switches, stalls, buffer size, the startup delay in seconds of a DASH player was requesting a video with
10 bitrate levels varying from 50 to 4,500Kbps and from nodes in different tiers.

an interface to the DASH standard. Currently, libdash is
the official reference software for the DASH standard. We
consider that users are interested in an available video with ten
different bit rate representations {235kbps, 375kbps, 560kbps,
560kbps, 750kbps, 1050kbps, 1750kbps, 2350kbps, 3000kbps,
4300kbps, 5800kbps}, which are used by Netflix subsets [16].
Each representation is divided into 2-second segments. All
the experiments are executed once with a video of 1600
seconds (800 segments). For simplicity, the multimedia content
used in the simulation is deployed beforehand in the edge
peering nodes.

We simulate the scenario in a binary tree topology with
seven nodes and a Cloud Provider connected to the root node.
The last four nodes are Access Points (AP), and the others are
edge peering points. Figure 3 illustrates this scenario.

The AP nodes are implemented on wireless devices that
communicate via IEEE 802.11g in 2.4GHz. The APs have
wired connections to the edge peering points, while the end-
users are wireless. Each user connected to the AP is located
precisely 8 meters away from the AP. The Bandwidth available
is 20Mbs on links 0-1 and 0-2; and 30Mbs on links 1-3, 1-4,
2-5, and 2-6.

We present three approaches to address the impacts iden-
tified in Section III into the edge/cloud multi-tier network,
namely cloud-only, edge cache, and mobile-based scenarios.
The cloud-only scenario uses only the Cloud Provider node to
deliver the video content. On the other hand, the edge cache
approach uses nodes 1 and 2 as auxiliary nodes to deliver
the video. The simulation starts with the users requesting the
video from the cloud. When a congested link is detected, the
edge cache below the link is turned on. Thereafter, the users
receiving the video over the congested link are redirected to
the edge nodes 1 and 2.

The number of end-user devices communicating through
each wireless AP may change over time due to the mobility
of the end-user devices. In practice, the number of end-user
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Fig. 3: Overview of the multi-tier network environment.

devices connecting to the wireless AP changes frequently.
To show the problems that can arise in such dynamic load
scenarios, a connection change between the APs occurs. We
then reran the second experiment, maintaining connections
between users and edge nodes 1 and 2, but changing the
connection between users and APs, emulating users’ mobility.
In this mobility scenario, half the users from each AP move.
Let ¢ the AP index (3 < ¢ < 6) such that ¢ < 5, users from
AP; go directly to AP;, 9, otherwise they go to AP; .

B. QoE Assessment

There are many QoE models in the literature. We describe
how QoE metrics can be used to score user satisfaction. Firstly,
each video quality chunk is computed by a logarithmic law
over bitrates [17], where a video quality model for DASH is
proposed as shown in Equation 1. Each video has IV segments
and is encoded with L bitrate levels. r; represents a specific
bitrate level. At each step i, the quality of segment ¢ is defined
as:



q(r;) = a1 x log(ag * (ri/7|L|)) (1)

It is required a flexible QoE model that includes the most
influential metrics to quantify long-term users’ QoE. We con-
sider Equation 2 from [12], which consists of four metrics: (a)
the average chunk perceptual quality, (b) the average number
of quality oscillations, (c) the average number of stall events
and their duration, and (d) the startup delay. K represents the
total segments of the video, S; is the stall duration, and S7T;
is the startup delay of user 1.

1 X 1 kK=
Qok; = i Zq(rk) T K1 Z lq(rrs1) — a(re)|
k=1 k=1 )

1 K
—% > 5= ST,
k=1

The QoF; for each user i can range from 1 to 5, where 1
= bad, 2 = poor, 3 = fair, 4 = good, and 5 = excellent.

C. Results and Discussion

The experiments illustrated in Figures 4, 5, and 6 show
the average QoE calculated by Equation 2 when there are 15,
20, and 25 users per access point requesting videos in the
simulated infrastructure. Each boxplot represents the Cloud-
only, Edge cache and Mobility scenarios. The overall average
performance of the Edge cache is better than the Cloud-only
and Mobility scenarios, mainly due to the choices of nodes
at the edge peering nodes for serving the requests from users.
For instance, in the Edge cache experiment, when congestion
occurs in intermediate links eg 1 € eg 2, the edge peering nodes
are activated to serve the end-users below those nodes. In
this way, the traffic passing through the upward link will now
be smoothed out, so the users can have their QoE improved
to an excellent level. Since the users request segments from
the closer nodes and with no congestion link in scenarios
with Edge cache, as expected, we observe a QoE increase.
The performance difference from the Cloud-only and mobility
scenarios to the Edge cache experiment is near one level
of satisfaction for 15 and 20 users and approximately two
satisfaction levels for 25 users.

It is important to note that the QoE results of scenarios after
mobility are similar to the results of Cloud-only, even with the
edge peering nodes using the QoE. This is due to the lack of a
rerouting mechanism in real-time when users switch to another
AP. The connections between the edge-peering nodes and the
users remain unchanged so that the paths through which the
packets pass are longer, negatively impacting the performance
of the network as a whole.
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Fig. 6: Average QoE results (25 users per AP).

Figures 7, 8, and 9 show the final QoE of each user per
start time (time to start the segment requests). Each blue
tick represents a user, and the y-axis QoE means the final
user satisfaction for a fully watched video. Here, we can see



the final QoE degradation for each user’s entrance during the
simulation execution. The red plot represents the number of
active users simultaneously. As users reach the final QoE in
this experiment, it tends to be slightly lower than the previous
one. When looking at the final QoE delta between users wu;
and wu;41, this seems to be irrelevant, but as we increase the
delta, the QoE starts to become considerably different. We can
also confirm this behavior by showing that as the number of
users increases, the average QoE decreases, and the variation
between users increases. Also, note that in the simulation with
25 users per AP, the system already shows a degradation in
the quality, negatively perceived by the end-user.
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Fig. 7: Average QoE for each user (15 users per AP).
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An interesting discussion takes place when the QoE per
user is analyzed separately. According to the numerical results,
the final QoE tends to worsen as the number of active users
increases. However, it is not entirely true for the Edge cache
scenario, where the final QoE for each user remains close. The
standard deviation of 0.037, 0.162, and 0.273, respectively, for
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Fig. 9: Average QoE for each user (25 users per AP).

scenarios with 15, 20, and 25 users per AP, indicates a closer
QoE between the users. Only in the scenario for 25 users per
AP, the average QoE showed a drop with a satisfaction close
to regular. In contrast to the other two scenarios presenting a
users’ satisfaction from good to excellent. Whereas for cloud-
only and mobility scenarios, the network operates with a high
standard deviation. As the number of users increases, some
outliers start to appear with the worst level of satisfaction,
being between poor and inadequate.

Based on these observations, a simple strategy of moving
the video to the edge can significantly improve the user’s QoE.
In this way, the video transmission system can provide user
satisfaction qualities and keep them watching the video up
to the end. However, if there is no correct management of
connections in real-time and a dynamic mechanism to tackle
with a varying load coming, for example, from the mobility
of users, we can conclude that the impact introduced by the
AP changes can significantly decrease their QoE. The user
experience can end up getting worse even using the edge of
the network. Proper management of multimedia content can be
done in which the VoD focuses on providing a better QoE for
the users’ connection changes. A content migration mechanism
at the edge and upper tiers can mitigate the problem. Also,
performing a rerouting between the active users’ connections
and the server nodes may help in improving and balance user’s

QoE.

V. CONCLUSION

This paper investigates the characteristics of multi-tier
edge/cloud scenarios with a VoD service. Numerical results
for a binary tree network suggest that the correct video
management can substantially improve the users’ QoE. How-
ever, introducing simple connection changes between the APs



and users, with the lack of an adequate orchestration of the
connections, can negatively impact user satisfaction.

As future work, we intend to implement mechanisms ca-
pable of orchestrating the users’ connections in real-time and
improving video streaming in multi-tier edge/cloud environ-
ments. Another improvement is to assess how service behaves
to provide a delicate balance between cost and customer
satisfaction in terms of QoE.
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