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Abstract— The development of real-time quality estimator 
schemes for emerging Internet videos with different content types 
remains a significant challenge and is crucial for the success of 
wireless multimedia systems. However, currently in-service 
assessment schemes fail in capturing subjective aspects of 
multimedia content related to the user perception. Therefore, this 
paper proposes an on-the-fly parametric video quality estimator 
approach (called MultiQoE) for real-time video streaming 
applications. Experiments in a Wireless Mesh Network (WMN) 
scenario were carried out to show the accuracy, benefit, and 
impact of MultiQoE compared to widely used Quality of 
Experience (QoE) subjective, objective and parametric methods. 

Keywords – Quality of Experience; Video Streaming; Wireless 
Mesh Networks; Service Assessment.  

I. INTRODUCTION 
Recent advances in wireless communications and real-time 

multimedia applications, as well as, the proliferation of 
wireless users are changing the Internet and creating a next 
generation content-aware multimedia era. Regarding real-time 
multimedia, thousands of new users and providers are sharing 
their content ubiquitously, where quality level assurance is the 
main requirement for the success of next generation networks. 

In traditional wireless networking multimedia quality level 
measurement techniques, only network/packet level 
parameters, such as bandwidth, loss and delay are used to 
evaluate Quality of Service (QoS) issues of applications [1]. 
However, in future wireless networks, where users will create, 
access and share thousands of real-time multimedia types of 
content, QoS metrics (in-service schemes) by themselves are 
not enough to assess the quality level of real-time multimedia 
applications, because they fail to capture subjective aspects of 
multimedia content related to user perception/satisfaction. In 
the light of this, many researchers have been studying Quality 
of Experience (QoE) assessment methods/metrics [2], which 
from the user’s perspective, can be considered to be the overall 
performance of a system. 

In order to measure the user experience, subjective 
experiments are usually conducted under well-defined test 
plans and controlled conditions, using quality scores rated by 
human observers [3]. This approach provides the most accurate 
QoE evaluation of multimedia content, but is costly solutions 

which become impractical for real-time analysis. On the other 
hand, objective assessment solutions [4] [5] [6] are designed to 
estimate QoE using explicit functions with measurable 
parameters related to the encoder or to the network. Existing 
objective QoE methods and metrics generally show low 
performance due to poor reference models [7] [8]. 

To cope with the above limitations, this paper proposes a 
parametric QoE Video Quality Estimator for Wireless 
Networks Estimator (MultiQoE) for real-time video streaming. 
MultiQoE correlates well with the results obtained from 
subjective and objective tests. This tool was built to assess the 
QoE of the video perceived by end-users, which took as its 
input the values of a set of parameters related to the video 
characteristics of an encoder, and which correspondingly 
quantified the video quality. MultiQoE is based on statistical 
learning using Multiple Artificial Neural Network (MANN) 
and was set up with real videos generated over a Wireless 
Mesh Networks (WMN) scenario. 

Performance evaluation results show the benefits of 
MultiQoE in carrying out an in-service assessment of the 
quality level of multimedia content in WMNs. MultiQoE 
outperforms well-known objective metrics and also the 
subjective methods for evaluating the perceived video quality.  

The remainder of the paper is organized as follows; Section 
II describes some related works. Section III explains how 
MultiQoE can be used for video streaming. The test 
environment, scenario, implementations, results of experiments 
and simulations are described in Section IV. Finally, Section V 
summarizes the findings as well as suggesting future work in 
the area of QoE prediction. 

II. RELATED WORKS 
An accurate video quality estimator scheme must integrate 

comprehensive monitoring schemes and service metrics such 
as the nature of visual codec, Group of Picture (GoP) length, 
spatial-temporal video activity, network impairments and other 
relevant factors, such as the capacity of wireless systems. It is 
believed that accurate QoE-aware multimedia assessment 
models can be achieved through efficient, network cross-layer 
agnostic, content-awareness, QoE monitoring and Artificial 
Intelligent (AI) techniques along with the corresponding 
cognitive evaluation of user inputs [7] [9] [10]. 
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As an example of online approach, a Pseudo-Subjective 
Quality Assessment (PSQA) [8] has been created and 
developed based on the trial of a Random Neural Network 
(RNN). For example, a number of different applications have 
already been used by PSQA in the following areas: VoIP over 
WLANs [9], video streaming over p2p networks [11], voice 
[12], video streaming over DiffSev networks [13], video 
streaming over WLAN [14], video delivery network 
monitoring suite [15], Multiple Description Coding (MDC) 
video streaming, over multiple overlay paths in video 
distribution networks (VDN) [16], a scheme for network 
selection [17] and an admission control mechanism for IEEE 
802.11 [18]. 

A discrete perceptual impact quality assessment framework 
(DEQA) was proposed in [19] which enabled a real-time, non-
intrusive assessment service by efficiently recognizing and 
assessing the individual IPTV quality violation events in the 
distribution network. The discrete perceptual impacts on a 
media session are aggregated for the overall level of quality 
evaluation by the user. 

A MintMOS framework was established in [7] as a 
loadable kernel module that is an accurate, lightweight, non-
reference framework for capturing video QoE inside the 
network core. It consists of an inference engine to infer QoE, a 
network sniffer to snoop traffic, and a QoE space. A QoE space 
is a well-known characterization of perceptual quality for the 
various parameters that affect it. QoS parameters, such as bit 
rate, delay and loss, are also employed, together with a 
comparison of objective metrics (Peak Signal to Noise Ratio 
(PSNR) [6] and Video Quality Metric (VQM) [4]) and 
subjective metric (Mean Opinion Score (MOS) [3]). 

Based on a state-of-the-art analysis, it is clear that the 
accuracy and performance of QoE-multimedia video estimation 
or prediction is strongly dependent on the video characteristics, 
GoP length [20] [21], frame importance [22], AI technique and 
MOS experiments. PSQA can be regarded as a good 
assessment solution, although it does not consider explicit 
parameters to reflect the spatial-temporal activity of the videos.  
Compared to the PSQA [8] and its extensions, for example 
[16], MultiQoE considers videos with different levels of 
spatial-temporal activity to improve the system accuracy in 
predicting the quality level of emerging videos. MutiQoE also 
assures that packets are treated according to their relevance 
from the user perception, which is very important to determine 
the extent of the video impairment as analyzed and proven in 
[22]. Moreover, the number of observers in MultiQoE is higher 
than in PSQA, which increases the system accuracy. Another 
key difference is the use of MANNs. 

MultiQoE takes into account the current network conditions 
and different video parameters (percentage of losses in I, P and 
B frames, total of losses, GoP length, and motion and 
complexity levels) that directly impact the quality of the video 
in terms of MOS prediction. 

III. MULTIQOE PROPOSAL 

A. MPEG Video Structure 
The MPEG standard [23] defines three frame types for the 

compressed video streams, namely I (Intra-coded), P

(Predictive-coded) and B (Bi-directionally predictive-coded). 
The frame classification is mainly based on the procedure, 
through which each frame type has been generated and 
encoded. The successive frames between two succeeding I 
frames define a GoP.  

This is shown in Fig. 1 where the arrows indicate the 
encoding/decoding correlation between the frames and more 
specifically, the fact that the B and P frames depend on the 
respective preceding and succeeding I or P frames. Thus, in a 
GoP an I frame is the main reference-point of a P and B 
frames, and the I frame is coded without any reference to any 
other frame. 

 
Figure1. MPEG GoP Structure 

In addition, P frames are predicted from I frames and from 
another P frame, although only in the forward time manner. 
Each P frame within the GoP is predicted from the frame 
immediately preceding it (an I or a P frame). The B frame uses 
forward/backward-interpolated prediction. B frames have 
references from the previous I or P frames, as well as from the 
succeeding I or P frames and B frames are not used to predict 
other frames, as shown in Fig. 1. 

B. Implementation of MultiQoE in a WMN 
Four successive stages were required to implement the 

MultiQoE approach in a networking system (including 
WMNs): (1) Quality-affecting factors; (2) Distorted video 
database generation; (3) Subjective Quality Assessment and; 
(4) Learning the quality of the behavior with MANN.  

In the first stage, a set of factors affecting quality is selected 
that have an impact on quality. The factors selected are 
parameters that can differentiate between the levels of impact 
that can affect the video quality when a packet is dropped, 
including the percentage losses of I, P and B frames, video 
content characteristics (video motion and complexity) and GoP 
length as quality estimators. We consider that the I, P and B 
frames loss rate is important due to the hierarchical structure of 
encoding methods (e.g., MPEG). Also, the GoP length is used 
as an input factor because it changes dramatically the amount 
of I (and other) frames in the video sequence. 

For this paper, ten videos were selected from the Video 
Trace Library [24] to generate a distorted video database. The 
selected videos have high, medium and low levels of motion 
and complexity, which are depicted in Fig. 2.  

Fig. 2.a shows that four videos have low motion, two 
videos have medium motion and four videos have high motion. 
In Fig. 2.a it is possible to see that the relation between motion 
and complexity is not proportional. In four videos (3, 4, 5 and 
9) the difference between motion-complexity was more than 
70%. Both the name and the number of frames selected for 
each video is shown in Figure 2.b. The motion and complexity 
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values shown in Fig. 2.a were obtained by using an algorithm 
to calculate the estimated complexity that was adapted from 
[25]. Single images were recommended since this is a 
measurement for image activity that is derived from the 
amount of edges in an image. 

Figure 2. (a) estimates of motion and complexity of videos and (b) selected 
Videos 

To optimize the performance of the model for scenarios 
that reflect network environments in practice, it was necessary 
to transmit those videos through one existing scenario. Then, a 
study case of MultiQoE was conducted over the WMN 
backbone of the Federal University of Para (UFPA), which is 
located in Amazon/Brazil, as presented in Fig. 4. To ensure 
that the losses suffered in each video transmission were not 
arbitrary, an exponential loss model was applied.  

In the third stage, the video database was evaluated 
subjectively. This involved asking a panel of human observers 
to evaluate the distorted videos. The Mean Opinion Score 
(MOS) [2] which was based on an average score obtained 
from all the observers and corresponding MOS, was put into 
two separate databases called ‘training’ and ‘validation’, as 
shown in Fig. 3. 

 
Figure 3. Methodology of MultiQoE 

As Fig. 3 makes clear, after humans had evaluated each 
distorted video in specific parameter conditions, the training 
process was conducted with the video database for training to 
obtain the mapping between the selected parameters and 

human scores. Once the tool has been trained, it was proposed 
that a function f could map the selected parameters into MOS. 
After the training process, the validation task is carried out 
with a validated video database to ensure that the training is 
acceptable. 

Once MANN has been trained and validated, MultiQoE 
can be used for real-time QoE prediction without any 
intervention by real viewers. It is necessary to measure the 
quality-affecting parameters at time t and evaluate these 
values with the MANN to obtain the perceived quality 
instantaneously. MultiQoE gives scores in terms of MOS and 
which are as close as possible to those of a human MOS.  

IV. MULTIQOE: USE CASE 

A. Test Environment, Scenario and Implementation 
Advances in WMNs are essential for the future of next 

generation wireless systems. Thus, IEE 802.11s networks were 
selected to implement, evaluate and validate MultiQoE. As 
shown in Fig. 2.b, ten videos were encoded with H.264 and all 
of them have different patterns (duration, complexity and 
motion) and three different GoP length, namely 10, 20 and 30. 

The selected scenario is based on the mesh backbone used 
by UFPA, which is formed by six mesh routers and two 
gateways as depicted in Fig. 4. As well as the mesh backbone, 
a mesh client was simulated to receive video streaming from 
gateway 1 or 2. The client experiences a different loss rate 
because, in each simulation, the location of the client (different 
wireless conditions) was chosen at random. 

 
Figure 4. UFPA mesh backbone 

The simulated experiments were carried out by using 
Network Simulator 2.34 [26], Evalvid tool [27], MSU Video 
Quality Measurement Tool (VQMT) [28] and the MANN was 
built using MATLAB. This was evaluated together with a well-
known MOS so that a comparison could be made between 
MultiQoE and PSQA [16]. 

When Evalvid was employed, the simulations were able to 
generate the real simulated video. Each selected video was 
simulated 90 times to provide a large enough video database, 
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and a total of 900 videos with GoP length 10, 20 and 30, were 
obtained. 810 videos were selected from this database for the 
training base and 90 videos selected for the validation database. 
This selection was carried out at random. 

An MOS system based on the [2, 25, 31] recommendations 
with a total of 55 observers was employed for subjective 
evaluation. They had normal vision and their age ranged from 
18 to 45 years old. The observers include undergraduate 
students, postgraduate students, and, university staff. After 
each observer had given its own score, the MOS average score 
was calculated for each video. The possible MOS scores range 
from 1 to 5, as shown in Table I. 

TABLE 1. MOS SCORES 

MOS QUALITY IMPAIRMENT 

5 Excellent Imperceptible 

4 Good Perceptible but not annoying 

3 Fair Slightly annoying 

2 Poor Annoying 

1 Bad Very annoying 

B. Performance Evaluation and Results 
The performance results obtained with MultiQoE are 

presented in Fig. 5a. The results reveal that, on average, 
MultiQoE gives the same scores as MOS in 90% of the 
experiments, while for PSQA only in 41%. The advantages of 
MultiQoE over PSQA are clear and demonstrate its accuracy 
and efficiency in predicting the quality level of Internet-based 
video in emerging wireless multimedia systems.  

Compared to main QoE objective metrics, MultiQoE 
presents yields much better results in measuring the quality 
level of videos as shown in Figs. 5b, 5c and 5d. All of the 
objective schemes show low performance for all experiments, 
where the PSNR, SSIM and VQM only provides good 
estimation for 18.88%, 15.55% and 27.77% of the tests, 
respectively. It is fair to say that these metrics do not correlate 
well with human video system perception.  

To summarize the performance of MultiQoE, Figs. 6a and 
6b present the absolute accuracy of MultiQoE, PSQA, and 
objective (PSNR, SSIM and VQM) models against MOS 
scores for each cluster type and GoP length. The absolute 
accuracy is the number of time that the estimated QoE error is 
zero (e.g., MultiQoE MOS is equal to human MOS). 

Moreover, MultiQoE is a more stable solution for QoE 
estimation for videos with different content characteristics 
compared to objective QoE metrics and PSQA. 

Fig. 6 illustrates the benefits of the QoE assessment 
mechanisms for each GoP length. In the case of GoP 10, the 
MultiQoE and PSQA absolute accuracy is 90% and 32%, 
respectively. For GoP 20, MultiQoE presents an accuracy of 
85%, while PSQA only 35%. Finally, for video with GoP 30, 
the MultiQoE accuracy is 85%, while PSQA 70%, where 
PSQA shows better performance because the I frame loss has 

a higher impact on the video quality but it yields low 
performance for GoP lengths 10 and 20. On average, 
MultiQoE improves the system accuracy by 41% when 
compared to PSQA. 

 
Figure 5. Use Case Results: a) MultiQoE vs. PSQA vs. MOS; b) MultiQoE vs. 
PSNR vs. MOS; c) MultiQoE vs. SSIM vs. MOS; d) MultiQoE vs. VQM vs. 
MOS. 

V. CONCLUSIONS 
Current QoS video measurement approaches implemented 

by network and content providers are not enough to match user 
experience. Therefore, understanding the user perception in 
real-time without the need for any decoding processing is 
becoming a key strategy for multimedia/network providers and 
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the best way to keep and attract new clients, while offering new 
value-added services with QoE-awareness. Thus, customers 
can be notified about the real quality level of their multimedia 
applications, while operators improve their profits, optimize the 
usage of scarce network resources, and increase the satisfaction 
of customers.  

 

Figure 6. Absolute accuracy for each GoP length 

This paper introduced MultiQoE to monitor/predict the 
experience of the user with emerging video applications. A 
use case in a WMN was implemented to demonstrate the 
impact and benefits of MultiQoE in a wireless network. The 
results obtained show that MultiQoE provides results equal to 
MOS in approximately 87% of the tests, while for PSQA only 
in 45%. The benefits of MultiQoE are also highlighted when 
compared to PSNR, VQM and SSIM which do not correlate 
well with human visual perception. Based on the results 
obtained, we conclude that MultiQoE is a suitable solution to 
assess the quality level of emerging real-time videos in 
multmedia-aware networks. For future works, MultiQoE will 
be further evaluated with gaming and 3D videos. 
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