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Abstract

Homomorphic encryption is a cryptographic construction that allows an application to operate on encrypted data, instead of the raw data itself. The possibility of homomorphic encryption had long been studied due to the applications it enables, especially the outsourcing of computing on sensitive data, while preserving the privacy of the data. Not until 2009 a fully homomorphic encryption scheme (FHE) was proposed by Craig Gentry [11], though not practical, this scheme paved the way for other schemes, both based on Gentry’s ideas [13], [12] and others based on new ideas [17], [21]. In parallel, some applications were developed to operate on data encrypted by those FHE schemes, proving that FHE could power practical applications, in a more privacy preserving fashion. This paper presents the concepts that support modern homomorphic encryption schemes, together with the description of some FHE schemes. In addition, some practical applications for processing sensitive data are presented.

1 Introduction

Homomorphic encryption is a cryptographic method that allows mathematical operations on data to be carried out on a cipher text, instead of on the actual data itself. The cipher text is an encrypted version of the input data (also called plain text), that is operated on and then decrypted to obtain the desired output. The critical property of homomorphic encryption is that the same output should be obtained from decrypting the operated cipher text as from simply operating on the initial plain text. There are many interesting applications that arise from a system that is capable of doing homomorphic operations, such as the processing of medical data, preserving the privacy of the patient and of the model [6], outsourcing of financial operations, anonymous database queries [4] and a more privacy preserving advertising system [5].

An encryption scheme that has the property described above is said to be a homomorphpc encryption scheme. Those schemes come in 3 forms: somewhat, partially and fully homomorphic. Somewhat homomorphic encryption supports mathematical operations with respect to addition and multiplication, but is limited to a certain number of operations since each operations adds noise and after a certain amount of noise is added, it is no longer possible to retrieve the data. Partially homomorphic encryption on the other hand supports any number of operations, but is limited to just one type of operation. Finally, fully homomorphic encryption supports both addition and multiplication, applied any number of times to the data.

Examples of partially homomorphic encryption schemes include the Paillier [9] cryptosystem, RSA and ElGamal. Paillier is additively homomorphic, while RSA and ElGamal are both multiplicatively homomorphic. RSA [8], for example, is multiplicatively homomorphic, because given two ciphertexts \( c_1 = m_1^e \mod q \) and \( c_2 = m_2^e \mod q \), where \( q \) is the product of two large primes and \( e \)}
is such that $\gcd(e, \phi(q)) = 1$, $c_3 = c_1 * c_2 = m_1^e * m_2^e (\mod q) = (m_1 * m_2)^e (\mod q)$. Therefore, the decryption of $c_3$ is equal to $m_1 * m_2$.

Fully homomorphic encryption schemes had not been developed until 2009, when Craig Gentry published a seminal work [11], which introduced the idea of bootstrapping. Since then many FHE schemes have been developed based on lattices and the learning with errors problem (LWE). Specifically, the schemes have been developed on the Ring-LWE problem, which is the ring version of LWE.

Since Gentry’s seminal work many fully homomorphic encryption schemes have been developed [19][17][20][21][13] (to cite a few), with some using the bootstrapping technique and some leveraging other more efficient techniques for dealing with the noise that affects homomorphic operations. The problem with all those schemes is that they still lack efficiency, which does not make it possible to deploy FHE schemes in large scale.

In parallel with the development of fully homomorphic encryption schemes, many applications operating on encrypted were proposed [34] [5] [4] [6] [30], ranging from private database queries, to machine learning classification algorithms. Though not overall very practical, since their performance heavily degraded with the increase in the volume of data, the proposals showed how day to day tasks could be done in a more privacy aware manner.

In Section 2 the notation used throughout this paper is presented, while Section 3 will introduce the concept of a lattice and some problems on lattices. Section 4 presents some FHE schemes and Section 5 shows some implementations, like HElib [23]. Section 6 will give some examples of applications that were developed to operate encrypted data, including machine learning classification. Finally, Section 7 presents the conclusion of this work.

2 Notation

Throughout this article the notation $\vec{v}$ denotes a vector and capital letters denote matrices (e.g., $A$). The dot product of two vectors $\vec{a}, \vec{b}$ is denoted by $\langle \vec{a}, \vec{b} \rangle$ and the product between a vector $\vec{v} \in R^n$ and a matrix $A \in R^{n \times m}$, is written as $A\vec{v}$ or $A \cdot \vec{v}$, for some ring $R$. The product of a scalar $c$ and a vector $\vec{v}$ is denoted by $c \cdot \vec{v}$ or simply $c\vec{v}$. The tensoring of two vectors $\vec{a}, \vec{b}$ is represented as $\vec{a} \otimes \vec{b}$.

The polynomial rings used in this paper are of the form $R = \mathbb{Z}[x]/(f(x))$, where $f(x)$ is an irreducible polynomial. Elements of a polynomial ring $R$ are represented by a bold symbol $x \in R$ and the product of two ring elements $a, b$ is denoted by $a \cdot b$. The notation $R_q$ represents a polynomial ring where the coefficients are modulus $q$.

For $x \in \mathbb{R}$, we denote by $\lfloor x \rceil$ the rounding of $x$ to its nearest integer and by $\lceil x \rceil$ and $\lfloor x \rfloor$, the rounding up and down of $x$, respectively. Also, $\log x$ denotes $\log_2 x$.

For a distribution $\chi$, $a \leftarrow \chi$ denotes the withdrawal of $a$ from $\chi$ uniformly at random.

For a binary number $a$, $a_i$ denotes its $i$-th bit ordered least significant to most significant. For an integer $\delta$, $a \gg \delta$ denotes the right shift of $a$ by $\delta$ positions. The $\wedge$ operator represents the logical AND, where for two binary numbers $a, b$, $a \wedge b$ denotes the bitwise AND operation and $a_i \wedge a_j$ represents the logical AND between the $i$-th and $j$-th bit of $a$. The same logic of $\wedge$ applies to the OR operator $\lor$ and the XOR operator $\oplus$.

3 Lattices

Lattice-based cryptography has, so far, showed itself as a very promising path to pursue in cryptography, because it is based on simple mathematical operations, which result in low computational
costs, it is highly parallelizable, enables FHE, so far it is resistant to quantum attacks [40] and most important: it is based on worst-case hardness, a property always sought by cryptographers, but only achieved with lattice-based crypto. Worst-case hardness here means that given any instance of a lattice problem, solving it is at least as hard as solving several lattices problems in the worst case. There are other very interesting applications that lattices enable, but we are going to focus here on FHE.

A lattice $L$ is an algebraic structure defined as the set of linear combinations of linearly independent vectors $b_1, ..., b_n \in \mathbb{R}^m$ with coefficients in $\mathbb{Z}$ [2]:

$$L = \{a_1b_1 + a_2b_2 + ... + a_nb_n : a_1, a_2, ..., a_n \in \mathbb{Z}\}$$  \hspace{1cm} (1)

We refer to $b_1, ..., b_n$ as a basis for $L$ [3], as is any set of linearly independent vectors that generates $L$.

![Figure 1: Example of a lattice ($\mathbb{Z}^2$) and 2 possible basis for it [3].](image)

Below some lattice problems are defined, namely SIS, LWE, ring-LWE and Sparse Subset Sum (SSSP) together with some concepts in lattices. This will serve as the necessary background to understand the problems that underpin the FHE schemes presented in the next section.

### 3.1 Short Integer Solution And Short Vector Problem

The SIS problem can be formulated as given an uniformly random matrix $A \in \mathbb{Z}_q^{n \times m}$, find a vector $\vec{z} \in \mathbb{Z}^m$ such that $A\vec{z} = 0$ (over $\mathbb{Z}_q^n$), $\|\vec{z}\| \leq \beta$ and $\vec{z} \neq \vec{0}$, that is, $\vec{z}$ cannot be trivial. Note that $\beta < q$, otherwise $\vec{z} = (q, 0, ..., 0) \in \mathbb{Z}^m$ would be a valid, but trivial solution.

It is now possible to see a relation to lattices: let $S$ be the set of all possible solutions to an instance of the SIS problem, $S$ is a lattice since all its vectors are linearly independent and in $\mathbb{Z}$. When seen from the aspect of lattices, the SIS problem becomes the SVP (Short Vector Problem).

### 3.2 Learning With Errors

The LWE problem is very similar to the SIS problem and has a search and a decision version. This problem is parametrized by positive integers $n, q$ and an error distribution $\chi$ over $\mathbb{Z}$, which is often a discrete Gaussian [1]. Before introducing the two versions of the problem, their common structure is presented. This structure is the LWE distribution and is defined as:
**Definition 1** For a secret \( \vec{s} \in \mathbb{Z}_q^n \), the LWE distribution \( A_{\vec{s}, \chi} \) over \( \mathbb{Z}_q^n \times \mathbb{Z}_q \) is sampled by choosing \( \vec{a} \in \mathbb{Z}_q^n \) uniformly at random, choosing \( e \leftarrow \chi \) and outputting:

\[
(\vec{a}, b = \langle \vec{s}, \vec{a} \rangle + e \mod q)
\] (2)

Oded Regev showed the main hardness results for LWE [16]:

- Solving LWE for an \( n \)-dimensional lattice with modulus \( q = \text{poly}(n) \) implies an equally efficient solution to a hard lattice problem in dimension \( \sqrt{n} \). Saying that a lattice problem is hard means that the best known algorithm is exponential in the dimension of the lattice.

- In a quantum setting, one can replace \( \sqrt{n} \) with \( n \) in the claim above.

### 3.2.1 Search-LWE

The search-LWE problem asks to recover a secret \( \vec{s} \in \mathbb{Z}_q^n \) given a sequence of approximate random linear equations on \( s \). More precisely, given a vector \( \vec{s} \in \mathbb{Z}_q^n \) called the secret, a distribution \( A_{\vec{s}, \chi} \in \mathbb{Z}_q^n \times \mathbb{Z}_q \), and linear equations on \( \vec{s} \) of the form:

\[
(\vec{a}, b = \langle \vec{s}, \vec{a} \rangle + e \mod q)
\] (3)

where \( e \leftarrow \chi \) is a small error, find \( \vec{s} \).

If the linear equations were not perturbed by a small error term \( e \), the system of linear equations could be easily solved with Gaussian Elimination.

### 3.2.2 Decision-LWE

The decision-LWE problem asks to determine that for \( m \) independent samples \( (\vec{a}_i, b_i) \in \mathbb{Z}_q^n \times \mathbb{Z}_q \), where every sample is distributed according to \( A_{\vec{s}, \chi} \in \mathbb{Z}_q^n \times \mathbb{Z}_q \) or the uniform distribution, if the sample was drawn from the former or the latter distribution.

### 3.3 Ideal Lattices

Before defining an ideal lattice, firstly the definition of cyclic lattice is given:

**Definition 2** We say that a set \( L \in \mathbb{Z}^n \) is a cyclic lattice if:

1. For all \( v, w \in L \), \( v + w \) also is in \( L \).

2. For all \( v \in L \), \( -v \) is also in \( L \).

3. For all \( v \in L \), a rotation of it is also in \( L \).

**Definition 3** We say that an ideal lattice is a cyclic lattice that corresponds to an ideal \( \mathbb{Z}[x]/\langle f(x) \rangle \), where \( f \) has the properties below [15]:

1. Monic, that is, the coefficient of the largest exponent is 1.

2. Irreducible over \( \mathbb{Z} \).
3. For all polynomials \( g, h \) in the ring, the norm of their products should be less than a polynomial approximation of the product of their norms.

Ideal lattices are very interesting because it is possible to represent an \( n \)-dimensional lattice with just 1 vector, using the properties of cyclic lattices. Another very interesting characteristic is that it is possible to do fast arithmetic, for example, using the Fast Fourier Transform.

### 3.4 Ring-LWE

The more general definition of Ring-LWE is based on a ring \( R = \mathbb{Z}[x]/(f(x)) \), but the more classical setup uses the specific ring \( R = \mathbb{Z}[x]/(x^n + 1) \), where \( n \) is a power of 2. As with LWE, the ring definition also allows for two versions of the problem, a search and a decision one, but only the decision version will be discussed, since it is the most widely used by encryption schemes. This problem is parametrized by the ring \( R \) shown, by a positive integer modulus \( q \), which defines the quotient ring \( R_q \), and an error distribution \( \chi \) over \( \mathbb{R} \).

**Definition 4** For a secret \( s \in R_q \), the RLWE distribution \( A_{s, \chi} \) over \( R_q \times R_q \) is sampled by choosing \( a \in R_q \) uniformly at random, choosing \( e \leftarrow \chi \) and outputting:

\[
(a, b = s \cdot a + e \mod q)
\]

#### 3.4.1 Decision-RLWE

The decision-RLWE problem asks to determine if a given sample \((a_i, b_i) \in R_q \times R_q\) was taken from the uniform distribution or from \( A_{s, \chi} \), for \( m \) independent samples.

As with LWE this problem would be easy to solve if no error had been introduced, since one could find \( s \) by inverting \( a_i \in R_q \), since many elements in \( R_q \) are invertible [1]:

\[
s = b_i \cdot a_i^{-1}
\]

### 3.5 Sparse Subset Sum Problem (SSSP)

The Sparse Subset Sum Problem is defined here due to the important role it plays on Gentry’s [11] fully homomorphic encryption scheme, which was the first FHE scheme designed. How the SSSP is used on Gentry’s scheme is described later in section 3.1.1.

The SSSP can be seen as a type of knapsack problem, where it asks if there is a sparse knapsack that sums up to 0 mod \( q \), where \( q \) is a prime positive integer [11]. More formally the SSSP is defined as let \( \gamma(n) \) and \( \eta(n) \) be the sizes of a set and a subset, respectively, and \( q \) a prime positive integer. There is a challenger that sets \( b \leftarrow 0, 1 \) randomly.

- If \( b = 0 \) it generates \( \tau \) as a set of \( \gamma(n) \) integers \( \{a_1, ..., a_{\gamma(n)}\} \) in \([-q/2, q/2]\) that are uniformly random, subject to the constraint that there exists a subset \( S \subseteq 1, ..., \gamma(n) \) of cardinality \( \eta(n) \), such that \( \sum_{i \in S} a_i = 0 \mod q \).

- If \( b = 1 \) it generates \( \tau \) as a set of \( \gamma(n) \) integers \( \{a_1, ..., a_{\gamma(n)}\} \) in \([-q/2, q/2]\) that are uniformly random. That is, it generates the set without the constraint for when \( b = 0 \).

The problem is to correctly guess the value of \( b \), given \( \tau \).
4 Fully Homomorphic Encryption

An encryption scheme is called Fully Homomorphic if it allows an unlimited number of evaluation operations on the encrypted data and the resulting output is within the ciphertext space. Such a scheme was built for the first time in Craig Gentry’s 2009 Stanford PhD thesis. Gentry’s scheme motivated a large amount of research in the area, mainly focused on improving the efficiency. Some more efficient schemes were proposed, but later other design approaches were developed, which led to even more efficient schemes [13] [19].

4.1 Gentry’s Scheme

In this scheme, Craig starts by developing a SHE scheme and then applies two techniques to turn it into an FHE scheme. As mentioned earlier, SHE schemes add noise to the ciphertext in each homomorphic operation, thus, at a certain level the amount of noise is so high, that decryption becomes impossible. Therefore, to achieve full homomorphic encryption from an SHE scheme, one needs to keep the noise level below a certain bound and to that end Gentry introduced two concepts called squashing and bootstrapping. We will first present the scheme and then explain what are the squashing and bootstrapping techniques.

To build the scheme, Craig used ideals and rings, where each ideal in \( \mathbb{Z}/(f(x)) \), with \( f(x) \) of degree \( n \), would be represented by a lattice base \( B_I \) of size \( n \). The key pair \((B_{sk}, B_{pk})\) is generated from a given ring \( R \) and the basis \( B_I \), where \( B_{sk} \) is a good basis for the lattice and \( B_{pk} \) a bad basis for the same lattice. A good basis for a lattice is defined as a set of linearly independent vectors that are almost orthogonal to each other and have a small norm, while a bad basis is defined as a set of linearly independent vectors that are very skewed to each other and have a bigger norm.

Encryption follows by choosing random vectors \( \vec{r}, \vec{g} \) using the public key, which is \( B_{pk} \). The message \( \vec{m} \in \{0, 1\}^n \) is encrypted as follows:

\[
\vec{c} = E(\vec{m}) = \vec{m} + \vec{r} \cdot B_I + \vec{g} \cdot B_{pk} \tag{6}
\]

The ciphertext \( \vec{c} \) is decrypted as follows:

\[
\hat{\vec{m}} = D(\vec{c}) = \vec{c} - B_{sk} \cdot \lceil (B_{sk})^{-1} \cdot \vec{c} \rceil \mod B_I \tag{7}
\]

Homomorphism with respect to addition and multiplication is now verified, starting with addition:

\[
\vec{c}_1 + \vec{c}_2 = E(\vec{m}_1) + E(\vec{m}_2) = \vec{m}_1 + \vec{m}_2 + (\vec{r}_1 + \vec{r}_2) \cdot B_I + (\vec{g}_1 + \vec{g}_2) \cdot B_{pk} \tag{8}
\]

When decrypting the above sum, one gets \( \vec{m}_1 + \vec{m}_2 + (\vec{r}_1 + \vec{r}_2) \cdot B_I \) for ciphertexts that have noise smaller than \( B_{pk} / 2 \). Homomorphism with respect to multiplication is shown below:

\[
\vec{c}_1 \times \vec{c}_2 = E(\vec{m}_1) \times E(\vec{m}_2) = \vec{m}_1 \times \vec{m}_2 + (\vec{r}_1 \times \vec{r}_2 + \vec{m}_1 \times \vec{r}_2 \times \vec{r}_1 + \vec{r}_1 \times \vec{r}_2) \tag{9}
\]

where \( \vec{e}_1 \times \vec{e}_1 = \vec{m}_1 \times \vec{m}_2 + (\vec{m}_1 \times \vec{r}_2 + \vec{m}_2 \times \vec{r}_1 + \vec{r}_1 \times \vec{r}_2) \).
In order to turn this SHE scheme into an FHE Gentry needed to keep the amount of noise in the ciphertext below a certain bound, after which it is not possible to recover the message. To this end he came up with the bootstrapping procedure, which allows one to get a new ciphertext with less noise than the noisy ciphertext, for the same plaintext, but the ciphertext must be bootstrappable. What this means is that the scheme that generated the ciphertext must be able to evaluate its own decryption algorithm circuit, plus one homomorphic operation. In order to make the ciphertext bootstrappable, Gentry came up with the concept of squashing.

4.1.1 Squashing

This procedure consists of multiplying the ciphertext by the elements of a set of vectors, which will basically reduce the polynomial degree of the decryption circuit to a level that the scheme can handle. This set of vectors consists of a secret sparse subset of vectors, which have a special property where their sum is equal $(B^k_{sk})^{-1}$ [11]. The security of this procedure relies on the set of vectors and this can be seen as the SSSP, described earlier.

4.1.2 Bootstrapping

On a high level, bootstrapping is a procedure that given a ciphertext $c$ with noise $e$, outputs a ciphertext $c'$ with noise $e' \ll e$. This allows for more homomorphic operations at which some point will generate a new ciphertext with a level of noise that does not allow another homomorphic encryption, without losing the ability to recover the plaintext. At this point, squashing and bootstrapping must be done again.

Given that the encryption of a plaintext $m$ using a key $pk$ is given by $Enc_{pk}(m)$ and that the decryption of a ciphertext $c$ using a key $sk$ is $Dec_{sk}(c)$, we have that the process of bootstrapping starts with a ciphertext $c = Enc_{pk1}(m)$ and the encryption of the secret key $Enc_{pk2}(sk1)$, where we have two key pairs $(pk1, sk1)$ and $(pk2, sk2)$. Given that $c$ has too much noise and is bootstrappable, after squashing, the procedure of bootstrapping it consists of homomorphically decrypting it: $c^* = Dec_{Enc_{pk2}(sk1)}(c)$, where $c^*$ is equivalent to $Enc_{pk2}(m)$. Gentry shows that this procedure reduces the amount of noise in the resulting ciphertext [11], thus allowing for more homomorphic operations.

4.2 DGHV Scheme

In 2010 Van Dijk, Gentry, Halevi and Vaikuntanathan proposed an SHE scheme that was based on the hardness assumption of the AGCD problem and was turned into an FHE by leveraging the bootstrapping technique, introduced a year earlier by Gentry. In the paper they initially proposed a symmetric encryption scheme and then evolved to an asymmetric encryption scheme. Here their symmetric proposal is described.

This scheme has all its parameters as polynomials in the security parameter $\lambda$. Namely, $\eta$ is the size in bits of the key $p$. They key generation outputs a key $p$, which is a large $\eta$-bit prime number. For encryption one must choose a random large prime $q$ and a smal number $r \ll p$. Therefore, the message $m \in 0, 1$ is encrypted by doing:

**Input:** message $m$, key $p$, prime $q$, integer $r$

**Output:** ciphertext $c$

$$c = Enc(m) = m + 2r + pq \quad (10)$$

The decryption procedure is simple:
Input: ciphertext $c$, key $p$
Output: message $m$

\[ m = Dec(c) = (c \mod p) \mod 2 \]  
\[ (11) \]

The homorphism over addition is shown below:

\[ \begin{align*}
Dec(c_1 + c_2) &= Dec(Enc(m_1) + Enc(m_2)) \\
&= (\left( (m_1 + m_2 + 2(r_1 + r_2) + p(q_1 + q_2)) \mod p \right) \mod 2) \\
&= (m_1 + m_2 + 2(r_1 + r_2)) \mod 2 \\
&= m_1 + m_2
\end{align*} \]
\[ (12) \]

The homorphism over multiplication is shown below:

\[ \begin{align*}
Dec(c_1 * c_2) &= Dec(Enc(m_1) * Enc(m_2)) \\
&= \left( (m_1m_2 + 2(m_1r_2 + m_2r_1 + 2r_1r_2) + q_1q_2p) \mod p \right) \mod 2
\end{align*} \]
\[ (13) \]

From this equation one can see that decryption is only achievable if the absolute value of the noise $2(m_1r_2 + m_2r_1 + 2r_1r_2)$ is less than $p$ [14].

4.3 BGV

The BGV encryption scheme proposed in 2011 by Brakerski, Gentry and Vaikuntanathan [21] is a fully homomorphic encryption scheme that works for both an LWE and an RLWE instance, but they achieve a better performance with the RLWE instance, therefore the focus here will be on the RLWE setup.

The way they found for keeping the ciphertext error within a given bound was to use the technique of modulus switching as introduced by Brakerski and Vaikuntanathan [22]. This modulo reduction maps a ciphertext $\vec{c}$ defined in a ring $R_q$, to a ring $R_p$, where $p < q$, which keeps the error $e$ contained within the ciphertext at the same level. This enables one to multiply two ciphertexts and keep the error level constant [21]. By leveraging the bootstrapping technique, one can do this process indefinitely, which opens the way for an FHE scheme.

Their encryption scheme starts with a setup procedure in which one must choose an odd modulus $q$, $\mu$-bit modulus $q$, set $N = [3 \log q]$ and pick a distribution $\chi$, which is the same as defined in the previous section for RLWE. The secret key $sk$ is generated by drawing $s' \leftarrow \chi$ and setting $sk = (1, s'[1]) \in R_q^2$. The public key $pk$ is obtained by generating a column matrix $A' \leftarrow R_{q}^{N \times 1}$ uniformly and a vector $e \leftarrow \chi^N$. Set $\vec{b} \leftarrow A's' + 2e$. Then $pk = A$, where $A$ is the 2-column matrix consisting of $\vec{b}$ followed by the the column matrix $A$.

The encryption of a message $m \in R_2$ is done by setting $\vec{m} \leftarrow (m, 0, ..., 0) \in R_q^{n+1}$, sampling $\vec{r} \leftarrow R_q^n$ and computing:

Input: message $\vec{m}$, public key $A$, modulus $q$
Output: ciphertext $\vec{c}$

\[ \vec{c} \leftarrow \vec{m} + A^T \vec{r} \in R_q^{2} \]
\[ (14) \]

Decryption is done by:
**Input:** ciphertext $\vec{c}$, private key $\vec{s}$, modulus $q$

**Output:** message $m$

$$m \leftarrow \left[ ([\vec{c}, \vec{s}])_2 \right]$$

where $[\vec{c}, \vec{s}]$ is the dot product of $\vec{c}$ and $\vec{s}$ and $([\vec{c}, \vec{s}])_q$ is the reduction of the dot product modulo $q$ into the interval $(-q/2, q/2)$.

In order to show the homomorphic properties of this scheme, some operations must be defined, namely $BitDecomp$, $Powersof2$, $SwitchKeyGen$, $SwitchKey$ and $Scale$.

Let $\vec{a} \in R_q^n$, then $Powersof2$ is defined as:

$$Powersof2(\vec{a}) = (2^0 \cdot \vec{a}, 2^1 \cdot \vec{a}, \ldots, 2^l \cdot \vec{a}) \in R_q^{n}$$

where its output is an $N$-dimensional vector, $l = \lceil \log q \rceil$ and $N = k \cdot l$.

$BitDecomp$ is defined as:

$$BitDecomp(\vec{a}) = (a_{1,0}, a_{1,1}, \ldots, a_{k,0}, \ldots, a_{k,l-1})$$

where $(a_{1,0}, a_{1,1}, \ldots, a_{k,0}, \ldots, a_{k,l-1})$ is an $N$-dimensional vector, $N = k \cdot l$ and $a_{i,j}$ is the $j$-th bit in $a_i$’s binary representation, bits ordered from the least significant to the most significant.

The $SwitchKeyGen$ operation enables one to: given an encryption $c_1$ of a message $m$ under a secret key $sk_1$, obtain an encryption $c_2$ of the same message $m$, but under a secret key $sk_2$, with a not much higher noise. This operation starts by generating a public key $A$ as defined above for another secret key $sk_2$ and $N = n_1 \cdot \lceil \log q \rceil$, where $n_1$ is the dimension of the secret key $sk_1$. Then it outputs a matrix $B \leftarrow A + Powersof2(sk_1)$.

The $SwitchKey$ takes the output $B$ of $SwitchKeyGen$ and outputs $\vec{c}_2 = BitDecomp(c_1)^T \cdot B \in R_q^n$, where $n_2$ is the dimension of the vector $sk_2$.

The $Scale$ operation outputs $x'$ which is defined as the R-vector closest to $(p/q) \cdot x$ that satisfies $x' \equiv x \pmod{r}$, where $q > p$ and $x$ are integers [21].

From the scheme and operations presented above it is now possible to define a partially homomorphic encryption scheme. The scheme that will be presented now can be transformed into a fully homomorphic encryption scheme by using Gentry’s bootstrapping technique.

Initially one must choose the number of levels $L$ and set $\mu' = \mu'(\lambda, L)$, where $\lambda$ is the security parameter. Then the setup procedure defined earlier must be called with $\mu = (1 + j) \cdot \mu'$, where $j$ goes from $L$ to 0. This will give a decreasing sequence of moduli that will be used for modulus switching.

For generating the keys one must, for each $j$ from $L$ to 0 generate $s'_j$ by executing the secret key creation procedure and $A'_j$ by executing public key creation procedure. Then set $s_j = s'_j \otimes s'_j$, where $\otimes$ denotes the vector tensoring operator. Finally set $s''_j = BitDecomp(s'_j)$ and run $B_j \leftarrow SwitchKeyGen(s''_j, s_{j-1})$. The secret $sk$ consists of the $s_j$’s and the public key $pk$ consists of the $A'_j$’s and $B_j$’s.

Encryption is done by executing the encryption procedure defined earlier using the public key $A_j$ ($B_j$ is not used here). Decryption is done in a similar fashion, but using the secret key $s_j$, which is the secret key in which the ciphertext is under.
Addition and multiplication are achieved by applying the respective operation on the ciphertexts and calling a procedure named *Refresh*, passing to it the resulting ciphertext and \( B_j \). The *Refresh* procedure basically calls the *Scale* procedure, in order to switch moduli and then uses the *SwitchKey* procedure to switch the key under which the resulting ciphertext will be encrypted. By combining this with the bootstrapping technique one can achieve an FHE scheme.

### 4.4 BFV

In 2012 Fan and Vercauteren [19] ported the scheme proposed by Brakerski [20] from the LWE setting to the RLWE setting. As in [20] they make use of relinearization, but their version is more efficient. They also simplify the bootstrapping procedure, by using modulus switching. The scheme will be presented here, along with the relinearization technique and the modulus switching trick used during boostrapping.

For a \( B \)-bounded distribution \( \chi \) over the ring \( R \), where \( R \) is the ring used to define the RLWE problem, the secret key \( sk = s \) is sampled \( s \leftarrow \chi \). The public key is defined as:

\[
pk = \left( \left\lfloor \frac{-a \cdot s + e}{q} \right\rfloor, a \right)
\]

where \( e \leftarrow \chi \) and \( a \leftarrow R_q \), where \( R_q \) is the set of polynomials in \( \mathbb{Z}_q \), where \( \mathbb{Z}_q \) is the set of integers in the interval \((-q/2, q/2] \).

The message space is defined as being \( R_t \) for an integer \( t > 1 \). Therefore, to encrypt a message \( m \in R_t \), given that \( p_0 = pk[0], p_1 = pk[1] \), sample \( u, e_1, e_2 \leftarrow \chi \) and compute:

**Input:** message \( m \), public key \( p_0, p_1 \), errors \( u, e_1, e_2 \)

**Output:** ciphertext \( c \)

\[
c = \left( \left\lfloor \frac{p_0 \cdot u + e_1}{q} \right\rfloor, \left\lfloor \frac{p_1 \cdot u + e_2}{q} \right\rfloor \right)
\]

where \( \Delta = \lfloor q/t \rfloor \).

Decryption is done by:

**Input:** ciphertext \( c \), moduli \( t, q \), private key \( s \)

**Output:** message \( m \)

\[
m = \left\lfloor \frac{t \cdot [c(s)]_q}{q} \right\rfloor = \left\lfloor \frac{t \cdot [c_0 + c_1 \cdot s]}{q} \right\rfloor
\]

When showing that decryption works, a lemma on the bound of the error is stated in [19], where its norm is less than or equal to \( 2 \cdot \delta_R \cdot B^2 + B \). In the sequence they prove the lemma and show that since \( m \in R_t \), decryption works.

To show that this encryption scheme is homomorphic with respect to addition, a is defined ciphertext as a polynomial in \( s \) [19]:

\[
[c(s)]_q = [c_0 + c_1 \cdot s]_q = \Delta \cdot m + v
\]

Then the addition of two ciphertexts is shown to be:

\[
[c_1(s) + c_2(s)]_q = \Delta \cdot [m_1 + m_2]_t
\]
By multiplying two ciphertexts \( ct_1(s) \) and \( ct_2(s) \) one gets:

\[
ct_1(s) \cdot ct_2(s) = c_0 + c_1 \cdot s + c_2 \cdot s^2 \tag{23}
\]

As noted in [19], the problem here is that the resulting ciphertext has degree 2 and must be reduced to a degree 1 ciphertext, before any other homomorphic operation or decryption is done. In order to achieve this they introduced an operation called relinearization, which is similar to modulus switching [19]. This operation requires a relinearization key \( rlk \), which, given the secret key \( sk \) and an integer \( p \), is obtained by sampling \( a \leftarrow R_{p \cdot q} \) and \( e \leftarrow \chi' (\chi'^! = \chi) \) and computing:

\[
rlk = \left( \frac{-(a \cdot s + e) + p \cdot s^2}{p \cdot q}, a \right) \tag{24}
\]

In order to apply relinearization to the product of two ciphertexts \( ct_1 \cdot ct_2 \), one must first compute:

\[
c_0 = \left[ \frac{t \cdot (ct_1[0] \cdot ct_2[0])}{q} \right]_q \tag{25}
\]

\[
c_1 = \left[ \frac{t \cdot (ct_1[0] \cdot ct_2[1] + ct_1[1] \cdot ct_2[0])}{q} \right]_q \tag{26}
\]

\[
c_2 = \left[ \frac{t \cdot (ct_1[1] \cdot ct_2[1])}{q} \right]_q \tag{27}
\]

\[
(c_{2,0}, c_{2,1}) = \left( \left[ \frac{c_2 \cdot rlk[0]}{p} \right]_q, \left[ \frac{c_2 \cdot rlk[1]}{p} \right]_q \right) \tag{28}
\]

Then the output of relinearization is:

\[
([c_0 + c_{2,0}]_q, [c_1 + c_{2,1}]_q) \tag{29}
\]

In order to turn the encryption scheme into a fully homomorphic encryption scheme Gentry’s bootstrapping technique without the squashing procedure was used in [19]. This was achieved by limiting the error \( v \) in \([c(s)]_q = [c_0 + c_1 \cdot s]_q = \Delta \cdot m + v \) [19].

4.5 GSW

In 2013 Gentry, Sahai and Waters proposed a FHE scheme based on the LWE problem. More specifically, they built a scheme using a technique they called the approximate eigenvector method [17]. In order to define their scheme they introduced four key operations called BitDecomp, BitDecomp\(^{-1}\), Flatten and Powersof2. BitDecomp and Powersof2 were defined when presenting BGV, but here a slightly different definition for Powersof2 is given:

**Definition 5** Let \( \bar{a} \in \mathbb{Z}_q^n \) and \( l = \log q + 1 \), then:

\[
Powersof2(\bar{a}) = (a_1, 2a_1, 4a_1, ..., 2^{l-1}a_1, ..., a_k, 2a_k, ..., 2^{l-1}a_k) \tag{30}
\]
4.5.1 Flattening

Let $\vec{a}, \vec{b}$ be vectors of some dimension $k$ over $\mathbb{Z}_q$. Let $l = \lceil \log_2 q \rceil + 1$, that is, the number of bits required to represent $q$, plus one, therefore, $l$ bits is enough to represent all the numbers in $\mathbb{Z}_q$. Let $N = k \cdot l$.

For $\vec{a}' = (a_{1,0}, \ldots, a_{1,l-1}, \ldots, a_{k,0}, \ldots, a_{k,l-1})$, $\text{BitDecomp}^{-1}$ is defined as:

$$\text{BitDecomp}^{-1}(\vec{a}') = (\sum 2^j \cdot a_{i,j}, \ldots, \sum 2^j \cdot a_{k,j})$$

(31)

The $\text{BitDecomp}^{-1}$ is the inverse of $\text{BitDecomp}$, but with the exception of being well-defined even for when the input vector is not binary. $\text{Flatten}$ is defined as:

$$\text{Flatten}(\vec{a}') = \text{BitDecomp}(\text{BitDecomp}^{-1}(\vec{a}'))$$

(32)

where the output is a $N$-dimensional vector with 0/1 coefficients.

For matrices the operations are applied in a row basis, thus, generating a new matrix.

4.5.2 Key Generation, Encryption and Decryption

Before diving into the key generation, encryption and decryption procedures, the parameters used in those procedures are defined. First a modulus $q$, lattice dimension $n$ and an error distribution $\chi$ are chosen appropriately for LWE, such that $2^\lambda$ security is achieved against known attacks. Also set $m = O(n \log q)$, $l = \lceil \log_2 q \rceil + 1$ and $N = (n + 1) \cdot l$.

The key generation procedure outputs a secret key and a public key, where the secret key $sk$ is generated by sampling $\vec{t} \leftarrow \mathbb{Z}_q^n$ and outputting $sk = \vec{s} \leftarrow (1, -t_1, \ldots, -t_n) \in \mathbb{Z}^{n+1}_q$. Set $\vec{v} = \text{Powersof2}(\vec{s})$. For the public key $pk$, generate $B \leftarrow \mathbb{Z}_q^m$ uniformly and a vector $\vec{e} \leftarrow \chi^m$. Set $A$ to be the $(n+1)$-column matrix consisting of $\vec{b}$ followed by the $n$ columns of $B$. Output $pk = A$, where $A \cdot \vec{s} = \vec{e}$.

To encrypt a message $\mu \in \mathbb{Z}_q$, sample an uniform matrix $R \in \{0, 1\}^{N \times m}$ and do the following:

**Input:** message $\mu$, public key $A$, uniform matrix $R$, $N$-dimensional identity matrix $I_N$

**Output:** ciphertext $C$

$$C = \text{Flatten}(\mu \cdot I_N + \text{BitDecomp}(R \cdot A))$$

(33)

Decryption is done as follows [18]:

**Input:** ciphertext $C$, $\vec{v}$

**Output:** message $\mu$

$$C \cdot \vec{v} = \mu \cdot \vec{v} + \text{BitDecomp}(R \cdot A) \cdot \vec{v}$$

$$= \mu \cdot \vec{v} + R \cdot A \cdot \vec{s}$$

$$= \mu \cdot \vec{v} + \text{small}$$

(34)

where $\text{small}$ is a small error.

Addition and multiplication are defined as the flattening of the resulting ciphertext:

$$C_1[\cdot]C_2 = \text{Flatten}(C_1[\cdot]C_2)$$

(35)

where $[\cdot]$ is either multiplication or addition.
<table>
<thead>
<tr>
<th>Scheme</th>
<th>Public Key Size</th>
<th>Private Key Size</th>
<th>Ciphertext Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gentry</td>
<td>$n^7$</td>
<td>$n^3$</td>
<td>$n^{1.5}$</td>
</tr>
<tr>
<td>DGHV</td>
<td>$\tilde{O}(\lambda^{10})$</td>
<td>$\tilde{O}(\lambda^2)$</td>
<td>$\tilde{O}(\lambda^5)$</td>
</tr>
<tr>
<td>BGV</td>
<td>$2dn \log q$</td>
<td>$2d \log q$</td>
<td>$2d \log q$</td>
</tr>
<tr>
<td>BFV</td>
<td>$2d \log q$</td>
<td>$d$</td>
<td>$2d \log q$</td>
</tr>
<tr>
<td>GSW</td>
<td>$\tilde{O}(n^2 \log^2 q)$</td>
<td>$(n+1) \log q$</td>
<td>$(n+1)^2 \log^4 q$</td>
</tr>
</tbody>
</table>

Table 1: Public key, private key and ciphertext sizes for each FHE scheme presented.

4.6 Comparing the Schemes

Below the public key, private key and ciphertext sizes for each of the encryption schemes above are presented, where $\lambda$ is the security parameter, $n$ is the lattice dimension and $d$ is a power of 2.

Gentry’s scheme public key, private key and ciphertext sizes are exponential on the underlying lattice dimension, which leads to the question: how big is $n$? According to Gentry himself $n \approx \lambda^2$ \cite{38}, which shows that the actual size of the public key can be on the magnitude of Megabytes to Gigabytes \cite{12}. Although not very practical, this scheme was the first FHE scheme in history and also introduced a very important concept: bootstrapping.

The DGHV scheme basic idea had been explored before by two other encryption schemes, but the full potential of their homomorphic properties was never achieved \cite{13}. In their work, the authors of the DGHV scheme not only realize the full potential of the homomorphic operations, but they also do an extensive security analysis of their scheme, showing that this kind of scheme, with the appropriate choice of security parameters, can be made secure against all known attacks \cite{13}. Another contribution of their work is that they use addition and multiplication over the integers, instead of using ideal lattices over a polynomial ring, as did Gentry \cite{11}. This gives their scheme a conceptual simplicity. Another advantage with respect to Gentry’s scheme \cite{11} is that the public key, private key and ciphertext sizes rely only on the security parameter $\lambda$. The drawback is that their scheme still uses the squashing and bootstrapping procedure, making it not so efficient.

The BGV scheme is very interesting due to the fact that it does not use bootstrapping for noise management, instead it uses, in a smarter way, the idea of modulus switching, which is cheaper computationally \cite{21}. Another interesting feature is that its security is based on the hardness of RLWE for quasi-plynomial factors, which is a very good improvement security-wise, when compared to previous schemes, which relied on sub-exponential factors \cite{21}.

The BFV scheme leverages the relinearization procedure, but the way suggested in \cite{19} is more efficient than what Brakerski initally proposed \cite{20} and the the modulus switching technique is also used, but to simplify the bootstraping step. Also, their public key, private key and ciphertext sizes are independent of the underlying lattice dimension.

The GSW scheme is very interesting due to the fact that eliminates a very expensive procedure: relinearization. By doing that, they not only made their scheme less expensive overall, but also eliminate a complex and hard to understand procedure. Another improvement was the elimination of vector tensoring, used in BFV for multiplying the ciphertexts, which increased a lot the ciphertext size and resulted in the need for relinearization. Instead of vector tensoring, they were able to make ciphertext multiplication as simple as matrix multiplication, which is cheaper than vector tensoring plus relinearization.
5 FHE Implementations

5.1 GH Implementation

In [32] Gentry and Halevi describe their implementation of Gentry’s FHE scheme [11] and also present the results they obtained, in terms of performance. From table 1 it is possible to see that Gentry’s scheme [11] presents a big overhead in terms of the sizes of its keys and ciphertexts. This is reflected on Gentry and Haveli’s implementation [32], where, considering that the scheme is practically secure for a lattice with dimension \( n = 2^{13} \) or \( n = 2^{15} \) [32], the time to generate the keys and to recrypt the ciphertext were:

<table>
<thead>
<tr>
<th>Dimension</th>
<th>KeyGen</th>
<th>Recrypt</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2^{13} )</td>
<td>8.4 min</td>
<td>2.8 min</td>
</tr>
<tr>
<td>( 2^{15} )</td>
<td>2.2 hour</td>
<td>31 min</td>
</tr>
</tbody>
</table>

Table 2: Running time for key generation and recryption.

Although practically secure, the scheme is not practical for use in large scale.

5.2 HElib

HElib is library written in C++ by Halevi and Shoup [23], which implements the BGV encryption scheme [21], but with the optimizations proposed by Gentry-Halevi-Smart [29]. These optimizations are more focused on how to better handle packed ciphertexts.

A Benes network is a special kind of a shift network, that is cheaper and can be constructed efficiently from any permutation. This first leads to the definition of a shift network, which is a method to realize an arbitrary permutation [23].

More formally, a shift network is a \( d \)-column matrix with \( n \) rows, where \( d \) is called the depth of the network and each row is a vector \( sh_\pi \) and its entries \( sh_\pi[i] = \pi(i) - i \). That is, the amount of positions one needs to move element \( i \) to put it in \( \pi(i) \). \( \pi \) is a permutation \( \pi : [n] \rightarrow [n] \), where \([n]\) is the set \(\{0, ..., n - 1\}\). The shift is done by:

\[
w \leftarrow \sum_{\delta \in sh_\pi} (m_\delta \times v) \gg \delta
\]

(36)

where \( m_\delta \) is an \( n \)-dimensional vector called a mask with entries equal to 1 where \( sh_\pi[i] = \delta \) and 0 elsewhere. “\( \gg \delta \)” means the shift by \( \delta \) positions and “\( \times \)” is the entry-wise multiplication.

A Benes network is a permutation \( \pi \) on \([n]\), where \( n = 2^r \), for a positive integer \( r \). This network has depth \( 2r - 1 \), where every level in the network has a cost at most 2 [23]. This network has depth \( 2r - 1 = O(\log n) \) and cost at most \( 4r - 2 = O(\log n) \), which is a very efficient bound.

5.2.1 HEtest

HEtest is a homomorphic encryption testing framework which was used in [39] to measure the performance of [23]. The results achieved in [39] are for a security parameter \( \lambda = 80 \) and for the following parameters:
Table 3: Parameters used for testing based on batch width $l$, circuit depth $d$, and maximum number of inputs $w$.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$d$</th>
<th>$w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>378</td>
<td>{6, 7}</td>
<td>{4, 10, 20, 50, 100, 1000}</td>
</tr>
<tr>
<td>630</td>
<td>12</td>
<td>{4, 10, 20, 50, 100, 200}</td>
</tr>
<tr>
<td>600</td>
<td>18</td>
<td>{4, 10, 20, 50, 100}</td>
</tr>
<tr>
<td>682</td>
<td>{21, 24}</td>
<td>{4, 10, 20, 50, 100}</td>
</tr>
</tbody>
</table>

The full results are displayed and explained in [39], but average times for key generation, encryption and decryption are shown below:

<table>
<thead>
<tr>
<th>Key Generation</th>
<th>Encryption</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.02 ·10⁸</td>
<td>0.033</td>
<td>0.116</td>
</tr>
</tbody>
</table>

Table 4: Average time, in seconds, for key generation, encryption and decryption.

All the tests were run on a machine with two Intel Xeon X5650 processors, 96 GB of RAM and a 64-bit Ubuntu 12.04 LTS Linux distribution.

5.3 Simple Encryption Arithmetic Library (SEAL)

The Simple Encryption Arithmetic Library (SEAL) is a homomorphic encryption library developed by researchers in the Cryptography Research group at Microsoft Research [24]. This library implements the BFV [19] and the CKKS [26] encryption schemes. The focus here will be on their implementation of the BFV encryption scheme.

The way SEAL implements the BFV encryption scheme has fundamental differences when compared to the textbook version of BFV. The only property that remains the same is the message space, which are still polynomials in $R_t$, but ciphertexts are no longer strictly in $R_q \times R_q$, they are defined as tuples of polynomials in $R_q$ of length at least 2 [24]. This is a fundamental difference and its result is that their implementation allows for ciphertexts of arbitrary size, with the drawback of losing the compactness property of homomorphic encryption [25]. Addition is done very similar to the way it was defined in the original paper of BFV, the main difference is that it supports arbitrary size ciphertexts. Multiplication follows the same logic, but since it supports arbitrary size ciphertexts, there is no need to use relinearization before decrypting the resulting ciphertext. Lastly, the secret key is not drawn from $R_2$, but from $R_3$, that is, its coefficients are not in \{0, 1\}, but in \{-1, 0, 1\}.

6 Applications of Homomorphic Encryption

Here some applications of homomorphic encryption schemes are presented, with the goal of showing how FHE schemes enable regular data processing applications to compute on encrypted data, preserving the privacy of the data. Specifically for machine learning algorithms, examples are presented that not only preserve the privacy of the data, but also the privacy of the model, since the model itself can leak information about the data it was trained on [34].
6.1 ML Confidential

Some applications of machine learning algorithms on homomorphically encrypted data have been proposed and even implemented, for example [27], which proposes a protocol called ML Confidential. In [27] the BFV encryption scheme [19] was leveraged, but their implementation resembles the one by SEAL, in the sense that their implementation supports arbitrary size ciphertexts, eliminating the need for relinearization [27].

In [27] two machine learning algorithms are implemented: Linear Means (LM) and Fisher’s Linear Discriminant Classifier. The Linear Means classifier determines a vector of weights \( \vec{w} \) and a class \( c \), such that \( f(\vec{x}; \vec{w}, c) = 0 \) defines a hyper-plane midway on and orthogonal to the line through the two class-conditional means [27]. Fisher’s Linear Discriminant Classifier is very similar to LM, but it takes into account the class-conditional covariances, by aiming at finding a projection that maximizes the separation between classes [27].

The performance of the algorithms on training both on encrypted and unencrypted were compared. For both the encrypted version performed slower, having had a slow-down of 6 to 7 orders of magnitude for both classifiers. In [27] it is noted that such result was achieved without doing any significant optimizations when implementing the BFV homomorphic encryption scheme, nor when implementing the algebraic operations using the Magma package [28].

6.2 Homomorphic Computation of Edit Distance

In [30] Cheon, Kim and Lauter implement the Edit Distance algorithm [31] in the context of genomic sequence analysis, leveraging homomorphic encryption, in order to preserve the privacy of the patients data. The homomorphic encryption scheme they use is BGV [21], specifically the implementation in HElib [23].

The challenge in adapting the Edit Distance algorithm to a HE setting is describing the algorithm as a combination of circuits, since homomorphic operations are defined as circuits. In [?]?the algorithm for a classic setting is presented and then circuits are developed to adapt it to the HE setting. Here the original algorithm and the circuits are presented, but all the reasoning behind the circuits is left out, but the reader can check it on [30].

The Edit Distance algorithm takes as input two strings \( \alpha = \alpha_1, ..., \alpha_n \) and \( \beta = \beta_1, ..., \beta_m \) of lengths \( n \) and \( m \), respectively. The output is the edit distance.

---

**Algorithm 1:** Edit Distance Algorithm

| Input: Strings \( \alpha \) and \( \beta \) |
| Output: \( D_{n,m} \) which is the edit distance |

1. function calculateEditDistance(\( \alpha, \beta, n, m \))
2. for \( i \leftarrow 0 \) to \( n \) do
3. \[ D_{i,0} \leftarrow i \]
4. for \( j \leftarrow 0 \) to \( m \) do
5. \[ D_{0,j} \leftarrow j \]
6. for \( i \leftarrow 1 \) to \( n \) do
7. \[ \text{for } j \leftarrow 1 \text{ to } m \text{ do} \]
8. \[ t \leftarrow (\alpha_i = \beta_j) \text{ ? } 0 : 1 \]
9. \[ D_{i,j} \leftarrow \min\{D_{i-1,j-1} + t, D_{i,j-1} + 1, D_{i-1,j} + 1\} \]
10. return \( D_{n,m} \)

The algorithm presented above has three mathematical operations that have to be done homo-
morphismically, therefore, they must be represented as circuits, namely: equality (line 8), comparison (line 9) and addition (line 9). Equality can be defined by a circuit that takes as input the binary representation of two strings $x$ and $y$ and outputs 1 if they are equal and 0 otherwise:

$$\text{Equality}(x, y) = \bigwedge_{i=1}^{\mu} (1 \oplus x_i \oplus y_i)$$

(37)

Comparison:

$$c_i = ((x_i \oplus 1) \land y_i) \oplus ((x_i \oplus 1 \land y_i) \land c_{i-1})$$

for $i \geq 2$ and $c_1 = (x_1 \oplus 1) \land y_1$.

For addition it is assumed that for two $\mu$-bits numbers $x$, $y$, their sum is less than $2^\mu$. Addition is then defined as $(s_1, ..., s_\mu)$ where:

$$s_i = \begin{cases} 
    x_1 \oplus y_1 & \text{if } i = 1 \\
    x_i \oplus y_i \oplus e_{i-1} & \text{otherwise}
\end{cases}$$

$$e_i = \begin{cases} 
    x_1 \land y_1 & \text{if } i = 1 \\
    (x_i \land y_i) \oplus ((x_i \land y_i) \land e_{i-1}) & \text{otherwise}
\end{cases}$$

In [30] the algorithm was homomorphically implemented using the circuits defined above and tested for sequences of size up to 8. They did not test it for larger (more realistic) sequences sizes due to the large use of memory of their implementation. For the largest sequence they tested, $n = m = 8$, the key generation was 27.5454 seconds and the encryption step was 16.4524 seconds [30]. The results were achieved on a machine with Intel Xeon i7 2.3GHz processor and 192GB of RAM, for 84 bit security.

6.3 Private Machine Learning Classification

In [33] Sun, Zhang, Liu, Yu and Xie present a way to machine learning classification on encrypted data leveraging fully homomorphic encryption. The FHE scheme they implement is a variant of HElib’s [23] BGV scheme implementation and the classifiers they implement are: hyperplane decision-based classification, Naïve Bayes and decision tree. Here the differences between their FHE scheme and HElib’s implementation are presented, then the 3 classifiers are described and finally the results achieved in [33] is discussed.

Differently than HElib’s implementation of BGV, where relinearization is done after modulus switching, which in turn is executed after each homomorphic multiplication, in [33]’s scheme first relinearization is done, in order to reduce the size of the ciphertext after multiplication [33]. Then modulus switching is done with the goal of reducing the ciphertext’s modulus and noise. They further add that no relinearization or modulus switching is needed if the next operation is addition or if there is no homomorphic multiplication for the current ciphertext obtained from a homomorphic multiplication [33].

Hyperplane decision-based classification is defined as a model $w$ that includes $k$ weight vectors $(w_i)_{i=0,1,...,k-1}$, where $w_i \in \mathbb{R}^n$ and classification is done by:

$$\text{class} = \arg \max_{i \in [0,k]} \langle w_i, x \rangle$$

(39)
where \( \text{argmax} \) outputs the index \( i \) that maximizes \( \langle w_i, x \rangle \) and \( x \) is the feature vector.

Naive Bayes classification chooses the class by maximum posteriori probability:

\[
\text{class} = \text{argmax}_{i \in [0,k)} p(C = c_i | X = x)
\]

(40)

where \( p(C = c_i | X = x) \) is the probability that the class is \( c_i \), given that the feature vector is \( x \).

Decision tree classification is better explained using Figure 2, which illustrates a tree where the leaf nodes are the classes \( (c_j)_{j=0,1,...,k-1} \) and each interior node represents a division rule. Each division rule is basically a weight \( (w_i)_{i=0,1,...,n-1} \) which will be used for comparison: \( x \geq w_i \). If \( x \geq w_i \), then the right node is chosen and if \( x < w_i \), then the left node is chosen. This comparison process goes on until a leaf node is reached and thus the class is defined.

![Figure 2: Visualization of a decision tree [34].](image)

In order to run the classifiers above homomorphically, [33] defines how to homomorphically compute two operations, that are essential to the classifiers: comparison and \( \text{argmax} \).

Comparison is done by first homomorphically computing the comparison ciphertext as below:

\[
c_b = c_t + c_0 - c_1
\]

(41)

where \( c_0, c_1 \) are the encryptions of \( m_0, m_1 \), the plain texts, and addition and subtraction are done homomorphically.

Then the ciphertext \( c_b \) is returned to the user (who is the owner of the data and the private key), which decrypts the ciphertext into \( b \) and obtains the result of the comparison by checking \( b \)'s \( l \)-th bit, where \( l = \log_2 t + 1 \). If \( b_l = 1 \), then \( m_0 \geq m_1 \) and \( m_0 < m_1 \), otherwise.
Their \textit{argmax} operation is done by using the comparison operation defined above. Initially set \textit{max} to zero and then, for each encryption \(c_i\) of each number, where \(i = 0,...,k-1\), execute the comparison operation between \(c_i\) and \(c_{\text{max}}\), where \(c_{\text{max}}\) is the encryption of the current maximum. After each comparison, the result \(c_b\) is sent to the user, which decrypts it to \(b\) and returns to the server \(b_l\). If \(b_l = 1\), then set \(\text{max} = i\).

Now machine learning classification can be done on the encryption \(c_x\) of the feature vector \(x\) and on the encryption \(c_w\) of the model \(w\).

Below some results are presented, starting with a comparison of the execution time for the [33] implementation of BGV and HElib’s implementation (both with Single Instruction Multiple Data (SIMD)) for different security parameters and for 10 homomorphic operations, including a variable multiplicative depth, which is specified in each table. The results are in microseconds:

<table>
<thead>
<tr>
<th>(\lambda)</th>
<th>5</th>
<th>50</th>
<th>53</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33] impl.</td>
<td>0.54</td>
<td>0.77</td>
<td>0.78</td>
<td>0.84</td>
</tr>
<tr>
<td>HElib</td>
<td>31.33</td>
<td>40.28</td>
<td>89.89</td>
<td>98.77</td>
</tr>
</tbody>
</table>

Table 5: Multiplicative depth 1.

<table>
<thead>
<tr>
<th>(\lambda)</th>
<th>5</th>
<th>50</th>
<th>53</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33] impl.</td>
<td>7.72</td>
<td>10.73</td>
<td>21.63</td>
<td>23.41</td>
</tr>
<tr>
<td>HElib</td>
<td>77.75</td>
<td>84.20</td>
<td>170.56</td>
<td>214.66</td>
</tr>
</tbody>
</table>

Table 6: Multiplicative depth 2.

<table>
<thead>
<tr>
<th>(\lambda)</th>
<th>5</th>
<th>50</th>
<th>53</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33] impl.</td>
<td>48.30</td>
<td>55.58</td>
<td>116.84</td>
<td>132.62</td>
</tr>
<tr>
<td>HElib</td>
<td>111.88</td>
<td>123.59</td>
<td>253.54</td>
<td>316.24</td>
</tr>
</tbody>
</table>

Table 7: Multiplicative depth 3.

From the tables it is possible to see that the BGV implementation of [33] is much faster than HElib’s, executing from 10 to 100 times faster, depending on the multiplicative depth.

In [33] a comparison of the execution time of its implementation of BGV and HElib’s implementation for the Decision Tree classifier only (both with SIMD) was provided:

<table>
<thead>
<tr>
<th>(\lambda)</th>
<th>5</th>
<th>50</th>
<th>53</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33] impl.</td>
<td>61.39</td>
<td>74.85</td>
<td>161.26</td>
<td>177.06</td>
</tr>
<tr>
<td>HElib</td>
<td>209.36</td>
<td>244.53</td>
<td>517.88</td>
<td>1788.60</td>
</tr>
</tbody>
</table>

Table 8: Decision Tree classifier running time.

All tests were run on a virtual machine on top of Windows 7, running Ubuntu 12.04. The machine physical hardware was: two Intel (R) Core (TM) i5-3470 CPU processors, running at 3.20
GHz, with 8.00 GB RAM. And the virtual hardware was: single Intel (R) Core (TM) i5-3470 CPU processor, with 3.70 GB RAM.

7 Conclusion

The main takeaway of this report is that the current state of homomorphic encryption does not allow for very efficient and highly performant algorithms that operate on encrypted data. Although many efforts have been made in optimizing the implementation of fully homomorphic encryption schemes [23] [24] [12], they are still not enough to enable large scale applications. On the other hand, it has been proven that algorithms that people interact with on a daily basis can be adapted to operate on encrypted data, which opens the way for applications that are more privacy preserving, thus, making users safer online.

One very interesting aspect of fully homomorphic encryption schemes to note is that what makes the schemes secure, from a mathematical standpoint, is the exact same thing that makes it harder to build practical FHE schemes. Namely: the small error used in lattices problems like (R)LWE. This basic property of the problems underpinning FHE schemes is what made it necessary for the cryptography community to come up with operations like bootstrapping, squashing, modulus switching and relinearization, to name a few, since the error growth on homomorphic operations is what compromises decryption.

The mathematical problems powering FHE are already very mature and have not been proven to be insecure, yet. Also, the implementations of the encryption schemes have introduced many important optimizations, but they are still not enough to enable practicality.
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