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Abstract

A cloud is a triple consisting of a fuzzy object model, a delineation algorithm, and a criterion function for evaluating delineations. It employs recognition and delineation in a tightly coupled manner to accomplish image segmentation. It captures shape variations of a given object/object assembly to form an uncertainty region for its boundary. For any image position, delineation is executed in the uncertainty region to obtain a candidate object/object assembly, and the criterion function assigns a score to it. Image segmentation is defined by the candidate with the highest score. This work presents and compares three cloud models in automatic MR-T1 image segmentation of the cerebrum, the cerebellum, and cerebral hemispheres. These structures are connected in several parts, imposing serious segmentation challenges. The results show that the methods are fast, accurate, and can eliminate user intervention or, at least, reduce it to simple corrections. Their applications go beyond medical imaging to new vistas in various areas served by image segmentation.

1 Introduction

Image segmentation involves object recognition and delineation [23]. Recognition is the task of determining an object’s approximate location in the image. Delineation completes segmentation by defining the exact spatial extent of the object. Humans usually outperform computers in object recognition, but the reverse is true for delineation. While the user can often solve the recognition problem by simple point (seed) selection or by an effective initialization action, precise delineation is challenging due to the intra and inter operator subjectivity. On the other hand, computers can be very precise, even when they are not accurate, but the absence of global information (e.g., an object model) makes object recognition a difficult task for them. This explains why some successful interactive approaches combine recognition by the user with delineation by the computer in a synergistic way, for effective and foolproof segmentation [8, 9, 3].
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Segmentation methods can be roughly divided into *model-based* and *image-based* approaches. Model-based methods create statistical models by employing supervised learning. A training set of object’s instances is provided with appropriate human interaction and these data are registered into a common reference space to form the model. Active shape models [5] (ASM) and atlas-based approaches [12, 25, 24] are examples of model-based methods that have been used for MR-image segmentation of anatomic structures in the brain [7, 13]. Accurate registration is a separate problem in these methods which is also required during segmentation. In ASM, landmarks have to be selected on the surface of the training objects and their correspondence provides a statistical model of possible variations in shape. The registration between the image and the model during segmentation also sometimes ignores important image information, by the act of forcing the results to fit with the model. Brain atlases are usually created by registration of training images based on certain landmarks (e.g., anterior and posterior commissures) and deformation fields. In the reference space, image structures suffer from different degrees of distortion, making the matching among corresponding voxels inexact. Image-based methods in turn exploit image properties for more effective delineation, but their lapses in global information makes object recognition an insurmountable problem.

In view of these dilemmas, some recent methods have addressed automatic segmentation by combining model-based approaches for recognition with image-based approaches for delineation [17, 4, 21, 22]. Essentially, the model plays the role of the human operator while an image-based algorithm performs delineation, and both operate in a synergistic way until an optimum state is reached. In this paper, we pursue our previous work on *object cloud models* [21, 22] which present the following advantages: the cloud models dismiss registration during training and segmentation; they take into account the entire object’s boundary during delineation and recognition rather than only some *control points*, as in [5]; and they can be easily extended to multidimensional images.

An *object cloud model* (OCM) was introduced in [21] as a triple comprising a fuzzy object, a delineation algorithm, and a criterion function. It captures shape variations of a given object to form an uncertainty region for its boundary. For any image position, delineation is executed in the uncertainty region to obtain a candidate object and the criterion function assigns a score to it. Image segmentation is defined by the candidate with the highest score. In order to capture more shape differences, we proposed the *cloud bank model* (CBM) in [22], which uses multiple clouds per object. In some applications, however, multiple objects may define a *cloud system* by adding their relative position into the model. This is the case of MR-T1 images of the brain and several other medical imaging applications. Therefore, we propose in this paper the *cloud system model* (CSM) to handle multiple objects simultaneously. The methods are compared for the automatic MR-T1 image segmentation of: (S1) the brain (without stem), (S2) the cerebral hemispheres, (S3) the cerebellum, and (S4 and S5) the right and left hemispheres.

In the literature, most approaches to segment S1-S5 are based on atlas registration or surface-extraction techniques. CSM does not require registration and segments S1-S5 simultaneously, precisely and accurately. Besides, a quick evaluation of several other tools revealed that CSM is much simpler and faster. For example, it is about 5 times faster than BrainVisa [19], with no need for manual landmark specification. As compared with the
recent work in [16], which takes about 3 hours using deformable registration and 17 atlases, the proposed approach is much simpler, faster and produces similar Dice measures for S3. Other examples are SurfRelax [14], which takes about 6 minutes and requires image warping onto a template, CLASP\textsuperscript{1} and FreeSurfer [6], which take hours to complete segmentation of S1-S5.

We present the general definitions of all object cloud models - OCM, CBM, and CSM - in Section 2; instantiate them for brain MR-T1 image segmentation in Section 3; discuss experimental results in Section 4; and state conclusions in Section 5. The experiments show the advantages of CSM and improvements over our previous works \cite{21, 22} for this particular application.

2 Object Cloud Models

For a given object of interest (e.g., brain, cerebellum), a set of training images with the object’s instances must be provided. These instances should capture among them shape variations of that object in order to teach the computer how to recognize it in the image. In atlas-based approaches \cite{12}, the images are registered to a chosen reference image by finding a geometric transformation that best matches them according to a criterion of similarity. During the registration process, the reference image remains fixed while the others are deformed into its geometric space. Following this, the model is obtained as the averaged image template together with the tissue distribution maps obtained by averaging segmentations over all subjects. Suitable reference selection is itself a problem, since the atlas can be biased towards the anatomy of the chosen image. Hence, this image should be the one that best represents the anatomy of a population under study \cite{25}.

Suppose, instead of registering the training instances, we only translate their binary segmentations on to a common reference point (geometric center) and compute their average. This results in an image with a fuzzy appearance that resembles a cloud (Figure 1a). From it we may obtain relevant shape informations such as prior boundary knowledge (see Figure 1b and Section 2.3). Each cloud image also defines (i) an interior region consisting of voxels that belong to all training instances, (ii) an exterior region with voxels that do not belong to any instance, and (iii) an uncertainty region composed of voxels that belong to some but not to all instances (Figure 1c).

The cloud model (OCM) is a triple that consists of a fuzzy object (cloud image), a delineation algorithm \(A\) (this may be any algorithm, but, for the reasons mentioned earlier, preferably an image-based approach), and a functional \(F\). To segment a new image, the cloud moves over the image and, for each position, algorithm \(A\) is executed inside the uncertainty region to obtain a candidate segmentation. The functional is evaluated on this segmentation to obtain a matching score for recognition, by taking into account local and global object properties (e.g., shape and texture). The desired segmentation is expected to be the one with maximum score \cite{21} (Figures 2a-c). However, when the variability in the training set is too high the shape information within the cloud image tends to degenerate and the method loses precision. To circumvent this problem, we may separate the training

\textsuperscript{1}URL: http://www.bic.mni.mcgill.ca/
instances into groups (clusters) of high similarity in shape, rotation and size (texture may be used as well). Each group defines its own cloud image resulting in a bank of clouds, and the desired segmentation is expected to be the one with maximum score among segmentations obtained from all individual clouds from this cloud bank model (CBM) [22]. In this manner, the need to define a reference image is completely obviated. As new images are added to the training set, they start new groups or are inserted in some existing group (the groups may have overlap). In medical imaging and other applications (e.g., license plate recognition), it is possible to acquire images as per a disciplined regimen so that a small number of groups in the bank will suffice. Preprocessing, that depends only on the image being processed, can also help in reducing the number of groups.

Note that delineation is constrained in the uncertainty region, and it also exploits prior shape information (see Section 2.3) which are defined by the model. Recognition is based on the functional, but it is applied to the delineated objects. Thus, the model employs recognition and delineation in a tightly coupled manner [17].

![Figure 1](image1.png)

Figure 1: (a) A coronal slice of the 3D cloud image of the cerebellum. (b) The shape-based weight image. (c) Example of an uncertainty region over a slice of a test image.

![Figure 2](image2.png)

Figure 2: (a) An input image. (b) The recognition score for all positions. (c) The final segmentation at the best location.

In the case of multiple objects, each object has its own OCM (or CBM), separately, and the segmentation can follow independently, or in a hierarchical search. In this last case, the search spaces for the internal objects are constrained by the larger objects that subsume them (e.g., Figure 3, used in [21, 22]). However, in some applications (such as medical), the arrangement among objects does not change, so it is possible to make better
Figure 3: Hierarchical search for the brain structures S1-S5: S1 is the brain without the brain stem, S2 represents the cerebrum, S3 is the cerebellum, and S4 and S5 are the right and left cerebral hemispheres.

use of contextual information, by computing their mean relative positions with respect to a common reference point (centroid of all objects). As a result, we have a cloud system (Figure 4a). To segment a new image, we consider the prior displacement knowledge in order to fix the position of each object cloud relative to the moving reference point. For each search position, delineation is done inside the uncertainty regions of all object clouds, and a combined score for recognition is obtained by the functional \( F \). This simultaneous treatment of multiple objects makes it less likely to miss the right position, due to the better use of contextual information (Figures 4b-c) [4].

Figure 4: (a) A cloud system for \( c = 3 \) objects shown in RGB color space. (b) The recognition score for all positions and (c) the final segmentation handling multiple objects simultaneously.

Again, when the variability of the training instances is too large, we can separate the instances into groups of high similarity, but now we must also consider possible correlations among the objects in terms of relative position, rotation, and size. This leads to a cloud system model (CSM), which is formally presented below. The previous cloud models (OCM, CBM) are subsumed by CSM as particular cases.

An image \( \tilde{I} \) is a pair \( (\mathcal{I}, \tilde{\mathcal{I}}) \) where \( \mathcal{I} \subset \mathbb{Z}^n \) is the image domain and \( \tilde{\mathcal{I}}(p) \) assigns a set of \( b \) scalars \( I_i(p), i = 1, 2, \ldots, b \), to each voxel \( p \in \mathcal{I} \). This definition applies to multi-dimensional and multi-parametric images. We are interested in \( n = 3 \) and \( b \geq 1 \). The index \( i \) is removed when \( b = 1 \). For \( c \) objects \( l = 1, 2, \ldots, c \), a segmentation instance is represented by a labeled
image $\hat{L} = (I, L)$, in which each label $1 \leq L(p) \leq c$ assigns a voxel $p \in I$ to one object out of $c$ objects, and $L(p) = 0$ is used to designate background voxels. A binary image $\hat{B} = (I, B)$ may be used to represent each object such that $B(p) = 1$ for object voxels and $B(p) = 0$ for background voxels.

Training instances are given as a set of labeled images $\hat{L}_i = (I_i, L_i)$, $i = 1, 2, \ldots, N$. Suppose these instances are separated into $m$ groups of high similarity, as to be discussed in Section 2.1. Each group is represented by a set $G_g$ of images, $g = 1, 2, \ldots, m$, such that $I_i \in G_g$ if the image $\hat{L}_i$ is in the $g$th group. Let $\hat{B}_{i,l} = (I_i, B_{i,l})$ be the binary image of the $l$th object in the $i$th image (i.e., $B_{i,l}(p) = 1$ if $L_i(p) = l$, and $B_{i,l}(p) = 0$ otherwise). For any given object label $l$ and group $g$, the average of the binary images $\hat{B}_{i,l}$ for all $i$ in $G_g$, after translating them to a fixed reference point, creates a cloud image $\hat{C}_{g,l} = (C, C_{g,l})$, where $C_{g,l}(p) \in [0, 1]$. For any cloud, $C_{g,l}(p) = 1$ in its interior, $0 < C_{g,l}(p) < 1$ in its uncertainty region, and $C_{g,l}(p) = 0$ in its exterior. In the single object case (i.e., $c = 1$), the method becomes the same as in CBM [22], and it becomes a single OCM [21] when $c = 1$ and $m = 1$. But in the case of multiple objects (i.e., $c > 1$), it also exploits the relative positions among the objects within each group. For a given group $g$, the arrangement of the object clouds is captured by the displacement vectors $\vec{D}_{g,l}$, $l = 1, 2, \ldots, c$, which store the average positions of the object’s centroids in relation to their joint centroid for all images in $G_g$.

$$
\vec{D}_{g,l} = \frac{1}{|G_g|} \sum_{i|I_i \in G_g} \left( \vec{P}_{i,l} - \vec{P}_l \right),
$$

where $|G_g|$ is the cardinality of the set $G_g$, $\vec{P}_{i,l}$ is the centroid’s coordinates of the object $l$ in the binary image $\hat{B}_{i,l}$, $l = 1, 2, \ldots, c$, and $\vec{P}_l$ is the centroid’s coordinates of their union in the label image $\hat{L}_i$. Note that this formulation also includes the single object case since $\vec{D}_{g,l}$ becomes the null vector when $c = 1$.

The following subsections provide more details about all relevant parts of the CSM, such as the grouping strategy, the object search, the graph assembly, the delineation algorithm $A$, and the functional $F$. The model components and parameters are then customized for the specific application of MR-T1 image segmentation of the brain as described in Section 3.

### 2.1 Grouping

The grouping can be done by representing the training instances $\hat{L}_i$ as nodes of a complete graph; the arcs between $\hat{L}_i$ and $\hat{L}_j$ are weighted by a metric that valuates their similarity. In the single object case ($c = 1$), we may consider the Dice similarity as this metric after centralizing the training instances by their centroid vectors $\vec{P}_{i,l}$ (Figure 5a). In the case of multiple objects ($c > 1$), we centralize the label images $\hat{L}_i$, $i = 1, 2, \ldots, N$, by $\vec{P}_l$ and consider a combined similarity value (e.g., the mean Dice similarity among corresponding object’s instances). The groups are then selected as maximal cliques [26], wherein all pairs of training instances have similarity above a threshold. Thresholding helps us to assure that only compatible data are used within the same cloud system, and the size of the uncertainty regions can be controlled by the threshold (Figure 5b). On the other hand, we must keep the number of groups as low as possible in order to make the method computationally efficient.
We start with $N$ maximal cliques, such that each contains one training image. Since these cliques may have overlap, we select only a minimal subset of them that comprises all the images. In most cases this can be accomplished by successively applying three simple rules: eliminate repeated cliques (or cliques having all unselected nodes contained in some other clique), select all cliques with at least one exclusive element, and ignore remaining cliques that have all elements already selected. When this fails, there is a cycle of dependencies that may be broken by arbitrarily selecting one of the remaining cliques, and then resuming the three rules.

Figure 5: (a) The training instances ($c = 1$) are mapped as nodes of a complete graph, (b) the groups are selected as maximal cliques.

If there are only a few training images available, they may be complemented with images created by random transformations (within acceptable limits) of the given images which capture variations that are likely to happen in the application.

### 2.2 Locating objects

Let $\hat{I} = (I, \hat{I})$ be an image to be segmented. For each search position with coordinates given by $\vec{p}$, each cloud image $\hat{C}_{g,l}$ is positioned with its center at $\vec{q} = \vec{p} + \vec{D}_{g,l}$, and its uncertainty region is projected over a set of voxels $\mathcal{U} \subset I$. That is, the displacement vectors $\vec{D}_{g,l}$ are used to fix the cloud’s position for each object relative to the moving search point $\vec{p}$. Then, for each position $\vec{p}$ of a search region, a score $F_l$ is obtained for each label $l = 1, 2, \ldots, c$, by analyzing the candidate segmentations computed by the delineation algorithm for each cloud in a given cloud system. A combined score for recognition is obtained by the functional $F$, such as the mean value $(\sum_{l=1}^{c} F_l) / c$. This process is repeated for all groups, and the best location among all groups is selected as the final result.

A multiscale search can be used to speed up this recognition task, by starting the search at the lowest resolution and refining the best detected locations in the higher resolutions. During this refinement in the higher resolutions, we may also allow each cloud of a cloud system to move independently from the others in order to have more flexibility.

### 2.3 Arc-weight estimation for delineation

Image-based delineation algorithms usually make direct/indirect use of some image-graph concept, and their success strongly depends on a suitable arc-weight estimation, which usually takes into account image attributes and/or object information obtained by supervised learning [23]. For the given image $\hat{I} = (I, \hat{I})$ to be segmented, we associate a weight image
\( \hat{W} = (I, W) \) which is in turn associated with a graph \((I, A)\). The graph’s nodes are the voxels \( p \in I \) and arcs \((p, q) \in A\) are defined between 6-neighbors. For convenience, we store the weights in voxel resolution and use their interpolated values during execution for the graph. That is, each arc \((p, q) \in A\) is weighted by the mean value \( w(p, q) = \frac{W(p) + W(q)}{2} \). The weight \( W(p) \) assigned to each voxel \( p \in I \) is a linear combination of an image-based weight \( W_i(p) \), an object-based weight \( W_o(p) \), and a shape-based weight \( W_s(p) \) provided by the cloud model.

\[
W(p) = \lambda_i W_i(p) + \lambda_o W_o(p) + \lambda_s W_s(p), \quad (2)
\]

where \( \lambda_i + \lambda_o + \lambda_s = 1 \). The weight \( W_i(p) \) aims at capturing discontinuities that may exist between homogeneous regions and is taken as the magnitude of an image gradient. The weights \( W_o(p) \) take into account prior knowledge about the intensities of the objects under consideration in order to characterize the discontinuities that exist between them and the rest of the image. This weight is usually application-dependent (see Section 3.2), although some general techniques exist to estimate them [23]. The weight \( W_s(p) \) encodes prior shape information obtained from each cloud image \( \hat{C}_{g,l} \) (Figure 1a) by computing its gradient magnitude for all groups and labels (Figure 1b). It is combined with the other weights as each cloud moves over the image (i.e., each cloud has its own \( W_s(p) \)), usually with a low \( \lambda_s \) value since its major role is only to discriminate regions with poorly defined borders.

### 2.4 Delineation algorithm

For delineation, we use an algorithm called IFT-SC \((IFT \text{ segmentation by Seed Competition})\) which is based on the image foresting transform [10] (IFT) and is supported by the theoretical foundations given in [20].

For each search position, each cloud image \( \hat{C}_{g,l} \) defines an uncertainty region as a set \( U \subset I \) of voxels (Figure 1c). The interior and exterior regions contain boundary voxels, which have at least one voxel in \( U \) as a 6-neighbor. These boundary voxels form one internal set \( S_i \) and one external set \( S_e \) of seeds for the IFT-SC. A path \( \pi \) in the image graph \((I, A)\) is a sequence of adjacent voxels \( \langle p_1, p_2, \ldots, p_n \rangle \). For the given set of seeds \( S = S_i \cup S_e \), the cost of a path \( \pi \) is defined by a path-cost function. The considered cost functions are:

\[
f_1(\pi) = \begin{cases} 
\max_{i=1,2,...,n-1} w(p_i, p_{i+1}) & \text{if } p_1 \in S \\
+\infty & \text{otherwise}
\end{cases} \quad (3)
\]

\[
f_2(\pi) = \begin{cases} 
\sum_{i=1,2,...,n-1} [w(p_i, p_{i+1})]^\eta & \text{if } p_1 \in S \\
+\infty & \text{otherwise}
\end{cases} \quad (4)
\]

When \( U \) contains the object’s boundary (Figure 1c), it is expected that the arc weights within \( U \) are higher on the object’s boundary than inside and outside it. The seed sets \( S_i \) and \( S_e \) compete for voxels in \( U \), such that a voxel receives label \( L(p) = 0 \) if the minimum-cost path comes from \( S_i \), and label \( L(p) = l \) otherwise. The object is then defined as the union between the interior of the cloud and the voxels with labels \( L(p) = l \) in \( U \).

The IFT solves this minimization problem by computing an optimum-path forest — a function \( P \) which contains no cycles and assigns to each node \( q \in I \) either its predecessor
node $P(q) \in \mathcal{I}$ in the optimum path with terminus $q$ or a distinctive marker $P(q) = \text{nil} \notin \mathcal{I}$, when $(q)$ is optimum (i.e., $q$ is said to be a root of the forest). The cost functions by Eq. 3 and 4 force the roots to be in $\mathcal{S}$ (Figure 6). As we change the parameter $\eta > 0$ in $f_2$, we obtain a whole family of solutions that includes $f_1$ as a special case in the limit when $\eta \to \infty$. This is noticeable from the empirical results shown in [22]. We note that, $f_2$ usually imposes more regularization to the object’s boundary than $f_1$, but on the other hand, $f_1$ fits to the protrusions and indentations of the boundary better than $f_2$. The IFT-SC is especially important, because our model is being projected to allow user’s intervention for small corrections if necessary, and it was shown in [20] that the boundaries obtained by the IFT-SC with path-cost function $f_1$ are also piecewise optimal. This property is essential to conserve user control during interactive corrections as discussed in [20], and these corrections can be quickly performed by using the DIFT algorithm [9].

![IFT-SC example](image)

Figure 6: IFT-SC example: (a) A 4-neighborhood graph, where the numbers indicate the arc weights. Three seeds are selected, one is internal (white dot) and two are external (black dots). (b) An optimum-path forest for the path-cost function $f_1$. The numbers inside the nodes indicate the costs of the optimum paths, which are stored in a predecessor map $P$. The label $L(q) = 0$ (black), or $L(q) = l$ (white) of each seed $q$ is propagated to all pixels within its respective optimum-path tree.

### 2.5 Functional for recognition

The functional $F$ should be the one that best discriminates the objects under consideration, being consequently application-dependent. Several delineation algorithms are already based on some sort of functional, like for example a graph-cut measure [3]. Indeed, the IFT-SC with path-cost function $f_1$ also optimizes a graph-cut measure according to [20]. A question may be raised concerning the use of the same functional for both delineation and recognition score. This is usually not the best option, because the functionals for delineation are in general designed to best match boundary properties, while the recognition functional could be far more complex, taking into account more global information, such as the shape details and internal information. The functional used for brain segmentation is discussed in Section 3.3.
3 Application to brain segmentation

In this work, we consider the segmentation of the brain structures S1-S5 as summarized in Figure 3. The segmentation of the left and right cerebral hemispheres enables the investigation of asymmetries in shape and texture which may be related to several degenerative diseases. The separation of the cerebellum makes its analysis possible independently of the rest of the brain, which is important in understanding the relationships between aging and the decline in cognitive functioning [16]. The hemispheres are connected through the corpus callosum. The cerebellum is connected to the rest of the brain through the brain stem and through its top due to partial volume. The absence of a clear boundary between these structures poses a challenge for segmentation (Figure 7).

![Figure 7: (a) The cerebellum is connected to the cerebrum through the brain stem. (b) The cerebral hemispheres are connected through the corpus callosum.](image)

This application of MR brain image segmentation perfectly fits the requirements for the CSM model. The images are acquired in a well controlled environment, where the patient remains lying in a horizontal position without moving. In extreme cases (e.g., Claustrophobia) even mild sedation may be adopted. Hence, only a small number of clouds will suffice as desired.

3.1 Preprocessing & grouping

As stated in Section 2, preprocessing that depends only on the image being processed can help in reducing the total number of groups required. The MR-T1 images are interpolated to the same cubic dimensions (0.98 mm$^3$) and aligned by the mid-sagittal plane [2] (MSP). This approach is fast (a few seconds), free of parameters, and independent of templates. Interpolation and alignment reduces the number of groups by reducing the data variability, and the MSP also reduces the search region. Note that, the MSP alignment operation does not depend on any reference image. For grouping, we used the methodology of Section 2.1, with the combined similarity threshold of 0.8.

3.2 Arc-weight estimation

In this application, we may take advantage of the fact that most of the brain structures are surrounded by CSF in order to emphasize their boundaries. However, owing to the
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intensity non-standardness among images, and also the inhomogeneity, the partial volume effects, and their interplay [18], it is difficult to characterize the exact intensity profile of the CSF in advance. But we may still enforce a more specific intensity interval which is more likely to contain the transition from CSF to GM. Consider $t_1$ as a lower bound of the CSF intensity, and $t_2$ as a lower bound for the white matter. We can accentuate the intensity slope in the interval $[t_1, t_2]$ by considering the filtered image $\hat{I}' = (\hat{I}, \hat{I}')$ as follows.

$$I'(p) = \begin{cases} 
I(p) & \text{if } I(p) < t_1 \\
(1 - \gamma)t_1 + \gamma \cdot I(p) & \text{if } I(p) \in [t_1, t_2] \\
(t_2 - t_1)(\gamma - 1) + I(p) & \text{otherwise}
\end{cases}$$

(5)

where $\gamma > 1$ defines the new slope value (e.g., $\gamma = 5$), such that differences within $[t_1, t_2]$ in the original image $\hat{I}$ become higher in $\hat{I}'$. Subsequently, we consider a simple application-specific weight $W_o(p)$ that emphasizes dark voxels close to bright areas in the filtered image $\hat{I}'$. For all voxels $p \in \mathcal{I}$, $W_o(p)$ is computed as the sum of differences $I'(q) - I'(p)$ for all brighter voxels $q$ (i.e., $I'(q) > I'(p)$) in a small neighbourhood around $p$. Thus, a suitable emphasis is obtained in the superior part of the cerebellum, and the transitions from GM to WM become weakened (Figure 8). In the experiments we considered $t_1$ as the Otsu’s optimal threshold (which gave a good lower bound for the CSF in all cases), and we considered $t_2$ as the mean intensity in $\hat{I}$ considering only values above $t_1$. The other weights $W_i(p)$ and $W_s(p)$ are computed as discussed in Section 2.3, $W_s(p)$ being especially important to complete poorly defined borders (Figure 7).

![Figure 8: (a) The image-based weight $W_i$, (b) the object-based weight $W_o$.](image)

### 3.3 Recognition functional & delineation algorithm

The previous versions [21, 22] used the mean-cut measure [27] as the functional $F_l$, since it provides a good summary of the object’s boundaries, being free of any undesirable bias. In this work, we improve on this functional by including a penalty factor based on our application-specific knowledge. The likelihood of having image intensities below $t_1$ inside the brain structures is supposed to be very low. Therefore, if the proportion of voxels below $t_1$ is high, among all voxels achieved for the object from $\mathcal{U}$, then this is a strong indication that the cloud is poorly positioned.
With respect to the delineation algorithm, some works [15] propose the use of a graph-cut algorithm with an increasing transformation (i.e., the exponential function). But since we have a potent arc-weight estimation strategy which also includes prior shape information (filling any gaps on the object’s boundary), a graph-cut algorithm under this scenario will theoretically lead to an approximation of the IFT-SC according to [20]. Hence, it is preferable to use the faster IFT-SC algorithm.

Algorithm 1 below performs the IFT-SC delineation and functional computation \( F \) simultaneously for any given image location. It takes time proportional to the number of voxels in \( U \) (sublinear), when the priority queue \( Q \) is implemented properly [8]. For multiple objects, the scores \( F \) are combined as \( F = \left( \sum_{i=1}^{c} F_i \right) / c \), as discussed in Section 2.2.

Algorithm 1 – Delineation algorithm for \( f_1 \)

\[
\begin{align*}
\text{INPUT:} & \quad \text{Image } \hat{I}, \text{ weight image } \hat{W}, \text{ adjacency } A, \text{ seed sets } S_i \text{ and } S_e, \text{ and uncertainty region } U. \\
\text{OUTPUT:} & \quad \text{Label map } L \text{ initially zeroed, an optimum-path forest stored in a predecessor map } P \text{ initially with nil and functional } F_1 = 0 \text{ initially.} \\
\text{AUXILIARY:} & \quad \text{Cost map } c \text{ initially zeroed, variables } \text{cst, object acquisitions } \text{oa} = 0, \text{ penalty acquisitions } \text{pa} = 0 \text{ and cut size } \text{sz} = 0 \text{ initially, priority queue } Q \text{ initially empty, and status map } s \text{ to indicate when a voxel has been inserted in } Q \text{ (1), has never been inserted in } Q \text{ (0), or has been removed from } Q \text{ (2).}
\end{align*}
\]

1. For all \( p \in U \), set \( c(p) \leftarrow +\infty \) and \( s(p) \leftarrow 0 \).
2. For all \( p \in S_i \), set \( L(p) \leftarrow 1 \), \( s(p) \leftarrow 1 \), and insert \( p \) in \( Q \).
3. For all \( p \in S_e \), set \( L(p) \leftarrow 0 \), \( s(p) \leftarrow 1 \), and insert \( p \) in \( Q \).
4. While \( Q \) is not empty, do
5. \hspace{1em} Remove from \( Q \) a voxel \( p \) such that \( c(p) \) is minimum.
6. \hspace{1em} Set \( s(p) \leftarrow 2 \).
7. \hspace{1em} For each \( q \) such that \((p, q) \in A\), do
8. \hspace{2em} If \( c(q) > c(p) \), then
9. \hspace{3em} Compute \( \text{cst} \leftarrow \max\{c(p), \frac{W(p) + W(q)}{2}\} \).
10. \hspace{3em} If \( \text{cst} < c(q) \), then
11. \hspace{4em} If \( s(q) = 1 \), remove \( q \) from \( Q \).
12. \hspace{4em} Set \( c(q) \leftarrow \text{cst} \), \( L(q) \leftarrow L(p) \).
13. \hspace{4em} Set \( P(q) \leftarrow p \).
14. \hspace{4em} Insert \( q \) in \( Q \) and \( s(q) \leftarrow 1 \).
15. Else
16. \hspace{2em} If \( s(q) = 2 \) and \( L(q) \neq L(p) \), then
17. \hspace{3em} Set \( F_1 \leftarrow F_1 + \frac{W(p) + W(q)}{2} \).
18. \hspace{3em} Set \( \text{sz} \leftarrow \text{sz} + 1 \).
19. \hspace{2em} If \( L(p) = 1 \), then
20. \hspace{3em} Set \( \text{oa} \leftarrow \text{oa} + 1 \).
21. \hspace{2em} If \( I(p) < t_1 \), then set \( \text{pa} \leftarrow \text{pa} + 1 \).
22. \hspace{1em} Set \( F_1 \leftarrow (F_1/\text{sz}) \times (1 - \text{pa}/\text{oa}) \).

Lines 1–3 initialize maps and insert seed voxels in \( Q \). Lines 4–14 compute the maps \( L \), \( c \) and \( s \) during the IFT. The main loop computes an optimum path cost from the seeds to
Cloud Models

every node $p$ in a non-decreasing order of values (Lines 4–14). At each iteration, a path of minimum cost $c(p)$ is obtained in $P$ when we remove its last voxel $p$ from $Q$ (Line 5). Lines 7–14 evaluate if the path that reaches an adjacent voxel $q$ through $p$ is cheaper than the current path with terminus $q$ and update $Q$, $c(q)$, $s(q)$, $L(q)$ and $P(q)$ accordingly. The remaining lines compute the functional $F_l$ on-the-fly.

Note that, before changing position of $U$, the maps and auxiliary variables can be reinitialized in sublinear time, such that the search for a desired object can be done more efficiently. The above algorithm can be easily modified for $f_2$ if we substitute line 9 by $cst ← c(p) + \left[\frac{W(p) + W(q)}{2}\right]^\eta$.

### 3.4 Multiple object search

Instead of making a hierarchical search (i.e., the pipeline of Figure 3) as in [21, 22], we made the search simultaneously for the three objects S3, S4 and S5, as described in Section 2.2. Later, object S2 is obtained as $S4 \cup S5$, and S1 as $S3 \cup S4 \cup S5$. The search was constrained only inside the MSP, and we also used a multiscale strategy to speed up the recognition task by using a three-level Gaussian pyramid.

### 4 Results

We have first evaluated the method on the MRI datasets of 40 normal subjects from both genders, in the age range from 16 to 49 years. The images were acquired with a 2T Elscint scanner and voxel size of $0.98 \times 0.98 \times 1.00$ mm$^3$. We used the leave-one-out approach to compute the mean and standard deviation of the Dice similarity measure between the ground truth and the automatic segmentation (Figures 10 and 9). Table 1 shows the results for different methods. The CSM model was executed with four groups, using path-cost function $f_1$, and with arc weights computed using $\lambda_i = 0.15$, $\lambda_o = 0.75$, and $\lambda_s = 0.10$. The obtained results are considerably superior to those of OCM [21], especially for the cerebellum; and are also much more precise (i.e., lower standard deviation) than the previous CBM [22]. The simultaneous search of multiple objects is also faster than the hierarchical search used in [21, 22]. The mean execution time per group using a 3GHz Pentium IV PC was 27.5 sec, while the hierarchical search took 41 sec. Therefore, the total mean execution time per data set to segment all objects is 110 sec. We also note that our results for brain segmentation S1 are considerably superior to those reported in [1] for tree pruning [1] and SPM2 [11] (mean errors of 9.4% and 14.1%, respectively), the latter being a widely used template-based approach for medical research. This is especially notable concerning the removal of the brain stem.

We also conducted experiments with 40 patient images which were acquired post-surgery, some of which had strong morphological changes (Figure 11). In this case, some special care has been taken. After training on the 40 controls, we considered a greater degree of contingency in the size of $U$, and we also applied a post-processing operation to clear peripheral voxels below $t_1$. For 38 images the results were similar to those for controls, and their worst 5 images had the mean and standard deviation of Dice similarity for S3, S4
and S5, respectively of $94.52\% \pm 0.68\%$, $96.84\% \pm 0.38\%$, and $96.21\% \pm 0.87\%$. The other two remaining images had larger errors and required interactive repairing by the DIFT algorithm [9].

<table>
<thead>
<tr>
<th></th>
<th>OCM [21]</th>
<th>CBM [22]</th>
<th>CSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obj.</td>
<td>Mean</td>
<td>S.dev</td>
<td>Mean</td>
</tr>
<tr>
<td>S1</td>
<td>96.49</td>
<td>0.51</td>
<td>97.06</td>
</tr>
<tr>
<td>S2</td>
<td>96.60</td>
<td>0.51</td>
<td>97.20</td>
</tr>
<tr>
<td>S3</td>
<td>92.31</td>
<td>1.22</td>
<td>94.39</td>
</tr>
<tr>
<td>S4</td>
<td>95.47</td>
<td>0.44</td>
<td>96.66</td>
</tr>
<tr>
<td>S5</td>
<td>95.37</td>
<td>0.60</td>
<td>96.43</td>
</tr>
</tbody>
</table>

Table 1: Mean (%) and standard deviation (%) of the Dice similarity.

Figure 9: Segmentation results by Cloud System Model and the provided ground truth, shown as 3D renditions.

5 Conclusion

We have presented model-based approaches for automatic image segmentation, which employ recognition and delineation in a tightly coupled manner. The previous approaches,
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Figure 10: Sample slices from control subjects with segmentation results.

Figure 11: Sample slices from patients with segmentation results.

called OCM [21] and CBM [22], are particular cases of the proposed method, named Cloud System Model (CSM). The three methods were compared for automatic MR-T1 image segmentation of several brain structures. The results indicated that CSM is more precise and more accurate than OCM and CBM for this particular application. CSM is simpler and faster than other approaches commonly used in the literature in brain research. It can also be easily implemented in parallel, taking advantage of machines with multiple processors and cores.

Our future work will include evaluation of CSM using other medical imaging modalities, employing better quality images from a 3T MRI scanner, segmenting sub-cortical brain structures, and other image analysis applications.
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