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Abstract

Non-linear loop invariant generation have seen tremendous progress in recent years. However, the weakness of these approach is that they are limited to linear (affine) system, and they often relay on trivial polynomial invariant (null or constant). Moreover, for programs with loops that describe multivariate polynomial or multivariate fractional system, no method is known to lend itself to non-trivial non-linear invariant. In order to automate the generation of non-trivial multivariate polynomial invariant, one needs to handle initiation and consecution condition for non-linear (algebraic) loop. We demonstrate a powerful computational complete method that encodes these conditions for a candidate invariant (a multivariate polynomial assertion with indeterminate coefficients) into a set of multi-parametric constraints such that all solutions identify a non-trivial non-linear loop invariant. Then, we provide a complete decision procedure for this constraint-solving problem. For each type of loop (affine, polynomial, fractional system) we present necessary and sufficient conditions for the existence of non-trivial non-linear loop invariant and we identify a large decidable class together with undecidable class. Without computing Grobner bases or using quantifier elimination techniques we show that our method generates stronger invariant, hereby circumventing difficulties met by recent approach.

1 Introduction

In this paper, we present a new method that addresses the various deficiencies of the-state-of-the-art non-linear invariant generation method. An invariant at a location of a program is an assertion true of any reachable program state associated to this location. We provides mathematical techniques and design efficient algorithms to automate the discovery and
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strengthening of non-linear interrelationships among the variables of a program containing non-linear loop (multivariate polynomial and fractional manipulation).

It is well-know that the automation and effectiveness of formal verification of program depend to the ease with which strong invariants can be automatically generated. (e.g. safety properties can be reduced to invariants properties). Furthermore, the standard technique use invariant assertion [16] directly to prove program properties or to provide lemmas to established other safety and liveness program properties. We also know that the weakest precondition method [8, 10] require loop invariant to be completely automatic if the considered program contains a loop.

To generate loop invariant, one need to discover inductive assertion that holds at any steps of the loop. Moreover, inductive assertion holds at the first time the loop location is reached (i.e. initiation condition), and is preserved under every instructions cycle back to the loop location (i.e. consecution condition). All invariant generation methods are base on inductive assertion discovery. In the case of loop describing a linear system, Farka’s lemma [23] are used to encode the conditions for being a linear invariant. On the other hand, for non-linear invariant the difficulty for the automatic generation arise from the lack of decision procedure based on completeness, existence and decidability results.

Non-linear loop invariant generation methods have seen tremendous progress [22, 1, 19, 21, 3, 13, 5, 20] in recent years. But these approaches are limited to linear (affine) system or relay on non scalable methods (with complexity at least doubly exponential). Moreover, they require Grobner Bases computation , first-order quantifier elimination [24],[4] or cylindrical algebraic decomposition. In [22], the non-linear invariant generation problem is reduced to a numerical constraint solving problem over indeterminate polynomial coefficients. In [19] similar forward propagation techniques use an abstract interpretation [7],[6] framework and Grobner bases construction to compute invariants as fixed points of operations on ideals. In [17], techniques from abstract interpretation and Grobner bases computation are used to calculate a polynomial ideal that represent the weakest precondition for the validity of the polynomial relations at a given program point. The main challenge for these techniques is that abstract interpretation introduce imprecision (widenning) to assure termination. This is the main reason why these approaches often produce null or trivial invariant due to a too coarse abstraction. In [14],[13], the methods use techniques from algebra and combinatorics (Grobner bases, variable elimination, algebraic dependencies and symbolic summation). They attempt to generate (not in an completely automatic way) all polynomial invariants from a restricted class of linear (P-solvable) loops. Also conditional statement are “omitted”[13]. On the other hand, [22],[12],[20] use the theory of polynomial algebra to generate multivariate polynomial invariants. However, the main weakness of these approaches is that they relay on methods with at least a doubly exponential complexity: Grobner Bases computation , first-order quantifier elimination. Also, these approaches omit conditional statements and deal with conjunction of linear equations [22] and polynomial equations [12], [20]. Recently, [3] proposed the first methods handling conditional statement by directly solving semi-algebraic systems, but the authors of [3] pointed out that this is not a practical method since the complexity remind at least doubly exponential (single exponential w.r.t the number of program variables and parameters, and doubly exponential w.r.t the number of parameters).
For each type of semi-algebraic loop (affine, multivariate fractional and polynomial) we can summarize our contribution as follows:

1. In contrast with the mentioned approaches, our methods do not required computation of Grobner bases, quantifier elimination, cylindrical algebraic decomposition or direct resolution of semi-algebraic system and do not depend on any abstraction methods.

2. We succeeded in reducing the non-linear loop invariant generation problem to the intersection between eigenspaces of specific endomorphisms and initial linear or semi-affine/algebraic constraints.

3. We present the first non-linear invariant generation methods that handle multivariate fractional instructions (as far as it is our knowledge it is the first methods that handle multivariate fractional system), conditional statement, and nested inner-loops.

4. We present necessary and sufficient conditions for the existence of non-trivial non-linear loop invariants.

5. Considering the problem of invariant generation, we identify large decidable and undecidable classes.

Considering affine (linear), multivariate polynomial and multivariate fractional (Algebraic) loop, we provide (i) theorems for the existence of non-trivial non-linear invariant, (ii) theorems that identify Large decidable class and undecidable class and (iii) the first complete decision procedure for the induced constraint solving problem. Then, we obtain the first methods capable to generate non-trivial non-linear invariant for multivariate fractional (or polynomial) loop.

Computational and algorithmic algebra theory are recently used for invariant generation [22, 19, 14, 11, 17] by applying a method build upon Grobner Bases computation. In [22] non-linear invariant generation problem is reduce to numerical constraint solving problem over indeterminate polynomial coefficients. In [19] a similar forward propagation techniques use an abstract interpretation [7] framework and Grobner bases construction to compute invariants as fixed points and operations on ideals. In [17], techniques from abstract interpretation and Grobner bases computation are used to calculate a polynomial ideal that represent the weakest precondition for the validity of the considered polynomial relations at a given program point. In [14], the algorithm uses techniques from algebra and combinatorics (Grobner bases, variable elimination, algebraic dependencies and symbolic summation). They attempt to generate (not in an completely automatic way) all polynomial invariant from a restricted class of linear loops.

However, the weakness of these approach is that they are limited to linear (affine) system, and they often rely on trivial polynomial invariant (null or constant). As far as our knowledge, we provide the first methods for the generation of invariant for the general case of loop describing multivariate fractional system.

In Section 2 we present ideals of polynomials and their possible interaction with inductive assertion. In Section 3 we consider the case where the loop is linear. We present results for the existence of non-trivial invariant, decidable and undecidable class. Translated the
problem in term of linear algebra, we present a complete decision procedure for the automatic generation of non-trivial non-linear invariants. In Section 4 we present results for the existence of non-trivial invariant, decidable and undecidable class. Considering non-linear loop in section 4, we then present results for the existence of non-trivial invariant, decidable and undecidable class and a generalization of the decision procedure. In section 5 we provide a complete generalization by considering loop describing multivariate fractional system. We finally conclude our approach in Section 6.

2 Ideals of Polynomials and Inductive Assertion

2.1 Ideals of Polynomials

Let \( A_n = K[X_1, \ldots, X_n] \) be the ring of multivariate polynomials over the set of variables \( \{X_1, \ldots, X_n\} \subseteq K \). An ideal \( I \subseteq A_n \) is closed under addition, it include 0 and is closed by multiplication with each element in \( A_n \) (for all \( P \in A_n \) and \( Q \in I \), \( PQ \in I \)). Let \( E \subseteq A_n \) a set of polynomials, the ideal generated by \( E \) is given by the following set of finite sums: \( (E) = \{ \sum_{i=1}^{k} P_i Q_i \mid P_i \in K[X_1, \ldots, X_n], Q_i \in E, k \geq 1 \} \). In other words, the set of finite sums \( \sum_{Q \in E} A_n Q \). A set of polynomials \( E \) is said to be a basis of an ideal \( I \) if \( I = (E) \). By Hilbert’s basis theorem, we know that for all ideal, there exists a finite basis. An algebraic assertion is an assertion \( \phi(x_1, \ldots, x_n) \) of the following form \( \bigwedge_i p_i(x_1, \ldots, x_n) = 0 \) where each \( p_i \in A_n \). Let \( \phi(x_1, \ldots, x_n) \equiv (\bigwedge_i p_i(x_1, \ldots, x_n) = 0) \) an algebraic assertion and the associated set \( S_\phi \subseteq A_n \) of polynomials \( p_i \) that appear in \( \phi \). For \( S_\phi \) we defined the algebraic set (or variety) as the common zeroes of all the polynomials in \( S_\phi \) by: \( V(S_\phi) = \{ (x_1, \ldots, x_n) \in \mathbb{C}^n \mid \forall p \in S_\phi, p(x_1, \ldots, x_n) = 0 \} \). Consider a polynomial \( Q \in A_n \), an algebraic assertion \( \phi \) with its associated polynomial set \( S_\phi \) and the Ideal \( I = (S_\phi) \), the Ideal membership problem \( (Q \in I) \) can be interpreted by the equivalent inclusion problem \( V(I) \subseteq V(Q) \).

Theorem 1. (Weak version of Hilbert’s Nullstellensatz) In the context described just above, the Hilbert’s Nullstellensatz theorem states that if \( (Q \in I) \) then \( \phi(x_1, \ldots, x_n) \models (Q(x_1, \ldots, x_n) = 0) \).

Constraint-based approaches and their related work: If we consider a \( n \) multivariate polynomial, \( Q = \sum_{i_1, \ldots, i_n} a_{i_1, \ldots, i_n} x_1^{i_1} \ldots x_n^{i_n} \), where \( a_{i_1, \ldots, i_n} \) are in a field \( K \). How do we know if \( p \) is in an ideal \( I \) of \( K[X_1, \ldots, X_n] \) (Ideal membership problem)? One can consider the Grobner Bases \( G = \{ g_1, \ldots, g_s \} \) of \( I \) (There exist an algorithm [2, 9] that compute such bases as long as we know a finite generating bases of \( I \)). We can compute the normal form of \( Q \) for \( I \) using its Grobner \( G \), denoted \( NF_G(Q) \) (in dimension 1 it is the rest of the euclidean division). Grobner Bases can be used because they guarantee the confluence and termination of those reductions. Then \( NF(Q) = \sum_{i_1, \ldots, i_n} f(a_{i_1, \ldots, i_n}) x_1^{i_1} \ldots x_n^{i_n} \), here \( f(a_{i_1, \ldots, i_n}) \) are combination of \( a_{i_1, \ldots, i_n} \). Then \( (Q \in I) \) is equivalent to \( (NF(Q) = 0) \), in other words all coefficients \( f(a_{i_1, \ldots, i_n}) = 0 \).

However the Grobner Bases and normal forms computation remains doubly exponential. Moreover the constraint systems generated are often non-linear for linear loops and always non-linear for algebraic loops which restrict direct resolution (using quantifier elimination.
or SMT solver) as non-scalable approaches. We succeed to generate non-trivial non-linear invariant equivalent set of constraint without using Grobner bases and without normal form reduction computation or direct consideration of such constraint systems.

2.2 Inductive Assertion and Invariants

We use transition system as representation of programs.

Definition 1. A transition system \( \langle V, L, T, l_0, \Theta \rangle \), where \( V \) is a set of variables, \( L \) is a set of locations and \( l_0 \) is the initial location. A state is given by an interpretation of the variables in \( V \). A transition \( \tau \in T \) is given by a tuple \( \langle l_{\text{pre}}, l_{\text{post}}, \rho_\tau \rangle \), with \( l_{\text{pre}} \) and \( l_{\text{post}} \) to name the \( \tau \)'s pre- and post- locations. The transition relation \( \rho_\tau \) is a first-order assertion over \( V \cup V' \), where \( V \) correspond to current-state variable and \( V' \) to the next-state variables. \( \Theta \) is the initial condition given as a first-order assertion over \( V \).

Definition 2. Consider a transition system \( W = \langle V, L, T, l_0, \Theta \rangle \), an invariant at location \( l \in L \) is defined by an assertion over \( V \) which holds on all reachable state at location \( l \). An invariant of \( W \) is an assertion over \( V \) that holds at all locations.

Definition 3. Let \( W = \langle V, L, T, l_0, \Theta \rangle \) a transition system and a given domain of assertion \( D \). An assertion map for \( W \) is a map \( \eta : L \rightarrow D \). We said that \( \eta \) is inductive if and only if the Initiation and Consecution conditions hold:

- \( \Theta \models \eta(l_0) \) (Initiation)
- \( \forall \tau \in T \ s.t \ \tau = \langle l_i, l_j, \rho_\tau \rangle \) we have \( \eta(l_i) \land \rho_\tau \models \eta(l_j)' \) (Consecution).

From Floyd and Hoare, we know that if \( \eta \) is an inductive assertion map then \( \eta(l) \) is an invariant at \( l \). We will use the following notions of consecution.

Definition 4. Let \( \tau = \langle l_i, l_j, \rho_\tau \rangle \) be a transition for given algebraic transition system and \( \eta \) be an algebraic inductive map. We identify the following complete notion of consecution:

1. \( \eta \) satisfies Fractional-scale consecution for \( \tau \) if and only if there exist a multivariate fractional \( \frac{T}{Q} \) such that: \( \rho_\tau \models (\eta(l_j)' - \frac{T}{Q}\eta(l_j) = 0) \)

2. \( \eta \) satisfies Polynomial-scale consecution for \( \tau \) if and only if there exist a multivariate polynomial \( T \) such that: \( \rho_\tau \models (\eta(l_j)' - T\eta(l_j) = 0) \)

3. \( \eta \) satisfies Constant-scale consecution for \( \tau \) if and only if there exist a constant \( \lambda \in K \) such that: \( \rho_\tau \models (\eta(l_j)' - \lambda\eta(l_j) = 0) \)

Constant-scale \cite{22} consecution encodes the fact that the numerical value of the assertion after the transition \( \tau \) is a \( \lambda \) constant multiple of the numerical value prior the transition. On the other hand, Polynomial-scale consecution encodes the fact that the numerical value of the assertion after the transition \( \tau \) is a \( T \) multivariate polynomial multiple of the numerical value prior the transition. We are able to handle the most general case (the loop describes a multivariate fractional system) with Fractional-scale consecution. Fractional-scale consecution encodes the fact that the numerical value of the assertion after the transition \( \tau \) is a \( \frac{T}{Q} \) multivariate fractional multiple of the numerical value prior the transition.
3 When to Use Constant Scale Consecution

3.1 Decision Procedure for \(\lambda\)-Invariant

**Definition 5.** We consider transition system corresponding to a loop \(\tau = (l_1, l_i, \rho_\tau)\), with:

\[
\rho_\tau = \begin{bmatrix}
x_1' = L_1(x_1, \ldots, x_n) \\
\vdots \\
x_n' = L_n(x_1, \ldots, x_n)
\end{bmatrix}
\]

A Polynomial \(Q \in K[X_1, \ldots, X_n]\) is said to be a \(\lambda\)-invariant for constant-scale consecution with parameter \(\lambda\) for the loop \(\tau\) if and only if

\[
Q(X_1, \ldots, X_n) - \lambda Q(X_1, \ldots, X_n) = 0,
\]

modulo the Ideal of \(K[X_1, \ldots, X_n, X_1', \ldots, X_n']\) corresponding to the loop, generated by the grobner base \((X_1' - L_1(X_1, \ldots, X_n)), \ldots, (X_n' - L_n(X_1, \ldots, X_n))\).

**Theorem 2.** (\(\lambda\)-invariant’s characterization) Consider a transition system corresponding to a loop \(\tau\) described as in definition 5. Let \(Q(X_1, \ldots, X_n)\) be a multivariate polynomial with indeterminate coefficients (a template). \(Q\) is a \(\lambda\)-invariant for constant-scale consecution with parameter \(\lambda\) \(\in K\) for \(\tau\) if and only if

\[
Q(L_1(X_1, \ldots, X_n), \ldots, L_n(X_1, \ldots, X_n)) = \lambda Q(X_1, \ldots, X_n)
\]

Proof: if \(Q(X_1', \ldots, X_n') - \lambda Q(X_1, \ldots, X_n)\) belongs to the ideal \(I\) generated by the family \((X_1' - L_1, \ldots, X_n' - L_n)\) of polynomials in \(K[X_1, \ldots, X_n, X_1', \ldots, X_n']\) such that \(Q(X_1', \ldots, X_n') - \lambda Q(X_1, \ldots, X_n) = (X_1' - L_1)A_1 + \cdots + (X_n' - L_n)A_n\). Letting \(X_i' = L_i\), we obtain that \(Q(L_1(X_1, \ldots, X_n), \ldots, L_n(X_1, \ldots, X_n)) = \lambda Q(X_1, \ldots, X_n)\).

Conversely suppose \(Q(L_1(X_1, \ldots, X_n), \ldots, L_n(X_1, \ldots, X_n)) = \lambda Q(X_1, \ldots, X_n)\), then as \(Q(X_1', \ldots, X_n')\) is equal to \(Q(L_1, \ldots, L_n)\) modulo the ideal \(I\), we get that \(Q(X_1', \ldots, X_n') = \lambda Q(X_1, \ldots, X_n)\) modulo \(I\). \(\square\)

Consider the case of affine transition system corresponding to a loop described as in definition 5 where \(L_i(x_1, \ldots, x_n) = \sum_{k=1}^n c_{i,k} x_k + c_{i,k}\) are affine forms. In this case let \(Q \in A_n\) be a multivariate polynomial of degree \(r\), with indeterminate coefficients (a template) which is going to be a \(\lambda\)-invariant candidate for constant-scale consecution with parameter \(\lambda\). We are going to show that for good choices of \(\lambda\), there always exists such a \(\lambda\)-invariant that won’t be trivial. As \(Q\) is of degree \(r\), it has coefficients listed \(a_0, \ldots, a_t\) corresponding to each a monomial in the expansion of \(Q\) with respect to total-degree lexicographic ordering ( \(t + 1\) being the number of monomials of degree inferior to \(r\), so that \(a_t\) is the coefficient of the constant term). Let’s notice that \(Q(L_1(X_1, \ldots, X_n), \ldots, L_n(X_1, \ldots, X_n))\) is also of degree \(r\) because all \(L_i\)’s are of degree one. Translating the problem in terms of linear algebra, using the canonical basis of \(K[X_1, \ldots, X_n]\), we immediately see that this is equivalent to resolve the following:

\[
(M - \lambda I) \vec{a} = \vec{0}
\]
where \( \vec{a} \) is the column vector with coordinates \( a_i \), and \( M \) a \((t+1) \times (t+1)\) matrix whose coefficients depend on the \( c_{i,k} \)'s. To be more precise, let \( V_r \) be the subspace of \( K[X_1, \ldots, X_n] \) consisting of polynomials of degree less than \( r \), then \( M \) is the matrix of the endomorphism of \( V_r \) given by

\[
(P(X_1, \ldots, X_n)) \mapsto P(L_1(X_1, \ldots, X_n), \ldots, L_n(X_1, \ldots, X_n))
\]

in the canonical basis of \( V_r \) consisting of the terms of degree less then \( r \) with total-degree lexicographic ordering (this is in fact an endomorphism because all \( L_i \)'s are of degree one). In other words, the parameter \( \lambda \) must be an eigenvalue of \( M \) if we want to find a non null \( \lambda \)-invariant whose coefficients will be those of an eigenvector.

**Theorem 3. (Existence of \( \lambda \)-invariant)** Considering \( V_r \) and \( M \) as described just above, a polynomial \( Q \) of \( V_r \) is \( \lambda \)-invariant for scale consecution if and only if there exists an eigenvalue \( \lambda \) of \( M \), such that \( Q \) belongs to the eigenspace corresponding to \( \lambda \).

We also notice that the last column of \( M \) is always \((0, \ldots, 0, 1)^T\) by definition of the matrix \( M \). Thus 1 is always an eigenvalue of \( M \), a corresponding eigenvector being \( \vec{a} \) with \( a_i = 0 \) except for \( a_1 \), this gives the trivial \( \lambda \)-invariant \( Q(X_1, \ldots, X_n) = a_1 \), i.e. constant polynomial. Eigenvalue one always gives the constant polynomial as a \( \lambda \)-invariant, but might give better invariants for different eigenvectors if \( \text{dim}(\text{Ker}(M - \lambda I)) \geq 2 \), as we will see in the following examples.

### 3.2 Examples

**Example 1. General Case for 2 Variables** We first treat the general case where the transition system has only two variables, we will look for a \( \lambda \)-invariant candidate of degree two.

\[
\rho_r = \begin{bmatrix}
x'_1 &=& c_{1,0} x_1 + c_{1,1} x_2 + c_{1,2} \\
x'_2 &=& c_{2,0} x_1 + c_{2,1} x_2 + c_{2,2}
\end{bmatrix}
\]

And we look for an invariant polynomial \( Q(X_1, X_2) = a_0 X_1^2 + a_1 X_1 X_2 + a_2 X_2^2 + a_3 X_1 + a_4 X_2 + a_5 \) for constant scaling with parameter \( \lambda \). We remind that we must solve the equation \( Q(c_{1,0} X_1 + c_{1,1} X_2 + c_{2,0} X_1 + c_{2,1} X_2 + c_{2,2}) = \lambda Q(X_1, X_2) \). Thus for \( M \) we get the following matrix:

\[
\begin{pmatrix}
c_{1,0}^2 & c_{1,0} c_{2,0} & c_{2,0}^2 & 0 & 0 & 0 \\
2c_{1,0} c_{1,1} & c_{1,0} c_{2,1} + c_{1,1} c_{2,0} & 2c_{2,0} c_{2,1} & 0 & 0 & 0 \\
c_{1,1}^2 & c_{1,1} c_{2,1} & c_{2,1}^2 & 0 & 0 & 0 \\
2c_{1,0} c_{1,2} & c_{1,0} c_{2,2} + c_{1,2} c_{2,0} & 2c_{2,0} c_{2,2} & c_{1,0} & c_{2,0} & 0 \\
2c_{1,1} c_{1,2} & c_{1,1} c_{2,2} + c_{1,2} c_{2,1} & 2c_{2,1} c_{2,2} & c_{1,1} & c_{2,1} & 0 \\
c_{1,2}^2 & c_{1,2} c_{2,2} & c_{2,2}^2 & c_{1,2} & c_{2,2} & 1
\end{pmatrix}
\]

We see that the last column is as predicted, plus the matrix is block diagonal, thus its characteristic polynomial is \( P(\lambda) = (1 - \lambda) P_1(\lambda) P_2(\lambda) \), with \( P_1 \) being the characteristic polynomial of

\[
\begin{pmatrix}
c_{1,0} & c_{2,0} \\
c_{1,1} & c_{2,1}
\end{pmatrix}
\]
and \( P_2 \) being the one of
\[
\begin{pmatrix}
  c_{1,0}^2 & c_{1,0}c_{2,0} & c_{2,0}^2 \\
  2c_{1,0}c_{1,1} & c_{1,0}c_{2,1} + c_{1,1}c_{2,0} & 2c_{1,1}c_{2,1} \\
  c_{1,1}^2 & c_{1,1}c_{2,1} & c_{2,1}^2
\end{pmatrix}
\]
. Here \( P_2 \) is of degree three and has at least one real root, which can be calculated by Lagrange’s resolvent method. So if we choose the parameter \( \lambda \) to be this root, the corresponding eigenvectors will give non-trivial \( \lambda \)-invariants of degree two as at least \( a_0, a_1 \) or \( a_2 \) must be non null for such an eigenvector.

**Example 2.** To fix things, suppose the transition system is given by \( \tau = (l_i, l_i, \rho_r) \) with \( \rho_r \equiv [x_1' = 2x_1 + x_2 + 1 \land x_2' = 3x_2 + 4] \) \( M \) will be equal to:
\[
\begin{pmatrix}
  4 & 0 & 0 & 0 & 0 & 0 \\
  4 & 6 & 0 & 0 & 0 & 0 \\
  1 & 3 & 9 & 0 & 0 & 0 \\
  2 & 7 & 24 & 1 & 3 & 0 \\
  1 & 4 & 16 & 1 & 4 & 1
\end{pmatrix}
\]

Then \( P_2(\lambda) = (4 - \lambda)(6 - \lambda)(9 - \lambda) \), so fix \( \lambda \) to be 4, we get that the corresponding eigenspace is generated by the following vector: \( (1, -2, 1, -6, 6, 9) \). So that as a \( \lambda \)-invariant polynomial for scale consecution with parameter 4, we get \( X_1^2 - 1X_1X_2 + X_2^2 - 6X_1 + 6X_2 + 9 \).

**Example 3. With 4 Variables**

We study the following transition system [22] corresponding to the multiplication of 2 numbers and the transition considered is \( \tau = (l_i, l_i, \rho_r) \) with \( \rho_r \equiv [s' = s + i \land j' = j + 1 \land i' = i \land j'_0 = j_0] \).

Here to keep the same notations as in [22], we let \( s \) stand for \( X_1 \), \( j \) for \( X_2 \), \( i \) for \( X_3 \) and \( j_0 \) for \( X_4 \). We are looking for a degree two invariant of the form \( Q(s, j, i, j_0) = a_0s^2 + a_1sj + a_2si + a_3sj_0 + a_4j^2 + a_5ji + a_6jj_0 + a_7i^2 + a_8j_0^2 + a_{10}s + a_{11}j + a_{12}i + a_{13}j_0 + a_{14} \).

We want to resolve \( Q(s + i, j + 1, i, j_0) = \lambda Q(s, j, i, j_0) \). Here an evident eigen value is 1, it is clear in view of the matrix \( M \):
that \( \dim(\ker(M - I)) \geq 2 \), for example the vector \((1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\). The vector \((1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\) is the eigenvector corresponding to the \( \lambda \)-invariant \( s + j_i - j_0 \) (without grobner bases and quantifier elimination we find the invariant obtained in [22]).

### 3.3 What Happens in Practice

We have seen that for an affine transition system of the type of the one describe in definition 5 where \( L_i(x_1, ..., x_n) = \sum_{k=1}^{n} c_{i,k-1} x_k + c_{i,k} \) are affine forms, the scaling consecution technique with parameter \( \lambda \) works if and only if \( \lambda \) is an eigenvalue of \( M \). Eigenvalues are calculated as the roots of the characteristic polynomial of \( M \), we thus state 3 facts.

1. 1 is always an eigenvalue as we have seen, but if the corresponding eigenspace is of dimension one exactly, the eigen vectors corresponds to constant \( \lambda \)-invariants, which are trivial.

2. Apart from 1, other eigenvalues might not be real, but complex.

3. From Galois theory, we know that as soon as a polynomial is of degree equal or greater than five, one can generally not calculate his roots, so even if there are eigenvalues different than 1, one is not always sure to be able to calculate it.

So the technique might be to check, for each calculable root of \( M \) (which is a non empty set as 1 is always in it), the ones that have eigenvectors with first coordinates non null (in order to have a high degree invariant). So in general, we are not guaranteed to get something else than trivial \( \lambda \)-invariants. Nevertheless, when \( M \) is block triangular (with blocks \( 4 \times 4 \) or less), the scale consecution technique works (the two examples given in section 1), it is also the case when the eigenspace corresponding to one is of dimension more than 1 (example given in section 3).

**Theorem 4. (Undecidability of constant scale consecution)**

Let \( M \) the matrix introduce in this section and \( \phi_{\lambda} \) its characteristic polynomial. Finding a non trivial \( \lambda \) invariant is equivalent to finding a root of \( \phi_{\lambda} \) different than 1 if 1 has
If the degree of $\phi_\lambda$ is equal or greater than six, then $\phi_\lambda/(X - 1)$ has degree greater equal or greater than five, and roots of such polynomials are usually incalculable by Galois theory on resolvability of polynomial equations.

**Theorem 5. (Some decidable classes)** Let $M$ the matrix introduce in this section. The problem of finding a non-trivial $\lambda$-invariant is decidable if one of the following assertions are true:

- $M$ is block triangular (with blocks $4 \times 4$ or less),
- The eigenspace corresponding to the eigenvalue one is of dimension strictly more than one.

**Proof.** Suppose $M$ is block triangular with blocks $4 \times 4$ or less, then it’s characteristic polynomial will a product of polynomials of degree less than four, whose roots can be calculated by Lagrange’s resolvent method [15].

For the second assertion, we already know that 1 is an eigenvalue, suppose that the corresponding eigenspace is of dimension exactly one, then the only vectors in that space are the constant polynomials. Whereas if it is of dimension two or more, then we get polynomials that are non-trivial in the eigenspace. Looking at theorem 7 to come, we see that it is particularly interesting case.

### 3.4 Initiation step

#### 3.4.1 Intersection with an Initial Hyperplane

During the previous paragraphs, we didn’t take account of the initiation step. Let’s consider the affine system associated to an affine loop (as describe in definition 5), and an invariant candidate $Q$ of degree $r$. $Q$ being a $\lambda$-invariant for constant scale consecution meaning that $Q(L_1(X_1, ..., X_n), ..., L_n(X_1, ..., X_n)) = \lambda Q(X_1, ..., X_n)$. Now let $u_1, ..., u_n$ be the initial values of the variables $X_1, ..., X_n$, for the initial step, we need $Q(u_1, ..., u_n) = 0$.

Considering the space $V_r$ of polynomial of degree less or equal to $r$, we have the following linear form on this space $P \mapsto P(u_1, ..., u_n)$, so that initial values correspond in terms of linear algebra, to a hyperplane of $V_r$, given by the kernel of $P \mapsto P(u_1, ..., u_n)$. Now if we add the initiation step, $Q(X_1, ..., X_n) = 0$ will be an invariant in the sense of definition 2 if and only if there exists an eigenvalue $\lambda$ of $M$, such that $Q$ belongs to the intersection of the eigenspace corresponding to $\lambda$, and the hyperplane $Q(u_1, ..., u_n) = 0$ given by the initial values $(u_1, ..., u_n)$. Thanks to our initiation and consecution encoding, the algebraic assertion map $\eta: L \mapsto (Q(X_1, ..., X_n) = 0)$ is inductive (see Definition 3).

**Theorem 6. (Existence of invariant using constant scale consecution)** A polynomial $Q$ in $V_r$ is a true invariant for the affine loop (describe in definition 5) with initial values $(u_1, ..., u_n)$, if and only if there exists an eigenvalue $\lambda$ of $M$, such that $Q$ belongs to the intersection of the eigenspace corresponding to $\lambda$, and the hyperplane $Q(u_1, ..., u_n) = 0$.

We state the most important:
**Theorem 7.** (*Existence of non-null invariant using constant scale consecution for any given initial values*)

There will be a non-null invariant polynomial for any given initial values if and only if there exists an eigenspace of \( M \) with dimension more than 2.

*Proof.* As any hyperplane is of codimension one in \( V_r \), it must have a nonzero intersection with any subspace of dimension strictly greater than one. Applying this to the hyperplane given by the initial values, it must have a nonzero intersection with any eigenspace of \( M \) of dimension greater than two. \( \square \)

Let’s get back to the following example: \( \rho_r \equiv [x'_1 = 2x_1 + x_2 + 1 \land x'_2 = 3x_2 + 4] \). It’s matrix \( M \) (see appendix) has six distinct eigenvalues so that each eigenspace is of dimension one, we note \( E_\lambda \) the eigenspace corresponding to \( \lambda \). \( E_4 \) has basis \((1, -2, 1, -6, 6, 9)^T\), \( E_6 \) has basis \((0, 1, -1, 2, -5, 6)^T\), \( E_0 \) has basis \((0, 0, 1, 0, 4, 4)^T\), \( E_2 \) has basis \((0, 0, 0, 1, -1, -3)^T\), \( E_3 \) has basis \((0, 0, 0, 0, 1, 2)^T\), and \( E_1 \) has basis \((0, 0, 0, 0, 0, 1)^T\). Suppose the initiation step is given by: \((x_1 = 0, x_2 = -2)\), i.e. in previous notations \((u_1, u_2) = (0, 2)\), which corresponds to the hyperplane \( Q(0, 2) = 0 \) in \( V_2 \), or \( 4a_2 - 2a_4 + a_5 = 0 \) in \( \mathbb{R}^6 \) using the canonical basis of \( V_2 \). It is clear that \((0, 0, 1, 0, 4, 4)\) belongs to this hyperplane, so that \( X_2^2 + 4X_2 + 4 \) is an invariant polynomial for the loop with initiation step \((x_1 = 0, x_2 = -2)\). With the same transition system, choose initiation step \((x_1 = 1, x_2 = 1)\), corresponding to \( Q(1, 1) = 0 \) or \( a_0 + a_1 + a_2 + a_3 + a_4 + a_5 = 0 \), we see that none of the eigenvectors above is contained in this hyperplane, so that the only invariant polynomial we will get is zero with such initial values. We finally get back to our last example 3. The corresponding matrix verifies that \( \dim(Ker(M - I)) \geq 2 \), so that according to the previous subsection, consecution scale technique will give a non-null invariant whatever the initial values are (which explain why a non-trivial invariant was fund in [22]).

### 3.5 When constant scale consecution never works

Let’s consider an algebraic transition system deduced from a loop of the following forms:

\[
\rho_r \equiv \begin{bmatrix} x'_1 = P_1(x_1, \ldots, x_n) \\ \vdots \\ x'_m = P_m(x_1, \ldots, x_n) \end{bmatrix} \tag{2}
\]

Where \( P_1, \ldots, P_m \in A_n \). In the case where each polynomial \( P_i \) have a degree greater than 1, the constant-scale consecution encoding proposed by existing methods [22] unfortunately generate trivial (constant or null) invariants. Moreover, if each \( P_i \) is of degree greater or equal than 2, the previous methods can only generate trivial invariant.

**Example 4.** Let consider the following loop:

\[
\rho_r \equiv \begin{bmatrix} x' = x(y + 1) \\ y' = y^2 \end{bmatrix}
\]

At the step \( k \) of the iteration this loop compute the sum: \( 1 + y + \cdots + y^{2k-1} \). We consider \( P(x, y) = a_0x^2 + a_1xy + a_2y^2 + a_3x + a_4y + a_5 \) as candidate \( \lambda \)-invariant. Modulo the loop ideal
of \( \mathbb{K}[x', y', x, y] \) which is generated by the following Grobner Bases \( \{x' - x(y + 1), y' - y^2\} \) (with the total-degree lexicographic ordering with the precedence: \( x' > y' > x > y \)), we have \( P(x', y') = P(x(y + 1), y^2) \) and we denote \( P'(x, y) = P(x(y + 1), y^2) \), after expanding we get \( P'(x, y) = a_0 x^2 y^2 + a_1 x y^3 + a_2 y^4 + 2a_0 x^2 y + a_1 x y^2 + a_3 x y + a_4 y^2 + a_3 x + a_5 \). If we try the constant-scale consecution with parameter \( \lambda \) we obtain:

\[
\begin{align*}
    a_0 &= 0 & a_1 &= 0 & a_3 &= \lambda a_3 \\
    a_1 &= 0 & a_0 &= \lambda a_0 & \lambda a_4 &= 0 \\
    a_2 &= 0 & a_3 &= \lambda a_1 & a_5 &= \lambda a_5 \\
    2a_0 &= 0 & a_4 &= \lambda a_2
\end{align*}
\]

By simplification we get: \( a_0 = a_1 = a_2 = a_3 = a_4 = 0 \) and \( a_5 = \lambda a_5 \). If \( \lambda \neq 1 \) then \( a_5 = 0 \) which leads to a null invariant. Otherwise \( \lambda = 1 \) and we obtain a constant invariant \( (a_5) \). Also, by considering the initial condition, we remark that it will implies that the constant invariant \( a_5 \) is null.

4 Polynomial consecution to handle non-linear algebraic transition systems

4.1 T-Invariant Generation and a First Example

**Definition 6.** We consider algebraic transition system corresponding to an algebraic loop \( \tau = (l_1, l_2, \rho_\tau) \) as describe in Section 3.5, equation 2 where \( P_1, \ldots, P_n \in \mathbb{K}[x_1, \ldots, x_n] \). A Polynomial \( Q \in \mathbb{K}[X_1, \ldots, X_n] \) is said to be a T-invariant for polynomial-scale consecution for the loop \( \tau \) if and only if there exists a polynomial \( T \in \mathbb{K}[X_1, \ldots, X_n] \), verifying

\[
Q(X_1', \ldots, X_n') = T(X_1, \ldots, X_n)Q(X_1, \ldots, X_n)
\]

modulo the ideal of \( \mathbb{K}[X_1', \ldots, X_n', X_1, \ldots, X_n] \) corresponding to the loop, generated by the grobner base \( (X_1' - P_1(X_1, \ldots, X_n), \ldots, X_n' - P_n(X_1, \ldots, X_n)) \).

**Theorem 8.** (T-invariant’s characterization) Consider an algebraic transition system corresponding to an algebraic loop \( \tau \) as describe in Section 3.5, equation 2. Let \( Q \in \mathbb{K}[X_1, \ldots, X_n] \) be a multivariate polynomial with indeterminate coefficients (a template). \( Q \) is a T-invariant for polynomial scale consecution with parametric polynomial \( T \in \mathbb{K}[X_1, \ldots, X_n] \) for \( \tau \) if and only if

\[
Q(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n)) = T(X_1, \ldots, X_n)Q(X_1, \ldots, X_n)
\]

**Proof.** If \( Q(X_1', \ldots, X_n') - TQ(X_1, \ldots, X_n) \) belongs to the ideal \( I \) generated by the family \( (X_1' - P_1, \ldots, X_n' - P_n) \), then there exists a family \( (A_1, \ldots, A_n) \) of polynomials in \( \mathbb{K}[X_1', \ldots, X_n', X_1, \ldots, X_n] \) such that

\[
Q(X_1', \ldots, X_n') - \lambda Q(X_1, \ldots, X_n) = (X_1' - P_1)A_1 + \cdots + (X_n' - P_n)A_n
\]

. Letting \( X_i' = P_i \), we obtain that \( Q(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n)) = TQ(X_1, \ldots, X_n) \) Conversely suppose \( Q(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n)) = TQ(X_1, \ldots, X_n) \), then as \( Q(X_1', \ldots, X_n') \) is equal to \( Q(P_1, \ldots, P_n) \) modulo the ideal \( I \), we get that \( Q(X_1', \ldots, X_n') = \lambda Q(X_1, \ldots, X_n) \) modulo \( I \). □
Let’s get back to the example 4. We take \((x = x_0, s = 1)\) as initial values. We propose to use polynomial scale consecution with parametric polynomial \(T(s, x) = b_0x^2 + b_1s + b_2x + b_3\). We thus obtain the following equation: \(P'(s, x) = (b_0x^2 + b_1s + b_2x + b_3) \cdot P(s, x)\).

In other words we obtain the following multi-parametric linear system (with parameters \(b_0, b_1, b_2, b_3\)):

\[
\begin{align*}
  a_0 &= b_0a_0 & 0 &= b_2a_5 + b_3a_4 & a_3 &= b_1a_4 + b_2a_3 + b_3a_1 \\
  a_1 &= b_0a_1 & 0 &= b_0a_4 + b_2a_2 & a_4 &= b_0a_5 + b_2a_4 + b_3a_2 \\
  a_2 &= b_0a_2 & a_3 &= b_1a_5 + b_3a_3 & a_5 &= b_1a_0 + b_1a_2 + b_2a_1 \\
  a_5 &= b_1a_5 & a_0 &= b_1a_3 + b_2a_0 & 0 &= b_1a_0 + 2a_0 = b_2a_1 + b_3a_0
\end{align*}
\]

Now we explain a first decision procedure for the valuations of the parameters. Considering the three first equations, we choose \(b_0 = 1\) in order to keep a high degree invariant (otherwise the coefficients \(a_0, a_1, a_2\), which are those of highest degree terms would be null). Then we obtain another system with the equation \(b_1a_0 = 0\). For the same degree conserving reason we choose \(b_1 = 0\). Then, in the resulting system we have the equation \(b_2a_0 = 2a_0\). As a direct consequence, the parameter \(b_2\) is set to 2. Because of the presence of the equation \(b_3a_0 = a_0\) in the resulting system, \(b_3\) is set to 1. We finally obtain the following system:

\[
\begin{align*}
  a_3 + a_1 &= 0 \\
  a_4 + 2a_2 &= 0 \\
  a_2 - a_5 &= 0
\end{align*}
\]

As we have less equations than variables, we already can state that the existence of a non-trivial solution for the generation of \(T\)-invariant. Now we add the hyperplane corresponding to the initial values: \(a_2x_0^2 + (a_1 + a_4)x_0 + a_0 + a_1 + a_5 = 0\). As there are six variables and four equations, we already can state the existence of a non-trivial solution for the problem of invariant generation. A possible solutions is the vector \((x_0, 1 − x_0, 1, 1, −1, −2, 1)^T\), in other words, \(x_0(1 − x_0)x^2 + xy + y^2 − x − 2y + 1 = 0\) is an invariant. We’ve been using polynomial scale consecution with polynomial \(T(t, y) = y^2 + y + 1\).

**Remark 1.** We gave a quite simple decision procedure that did work luckily, but in more complex cases, it might fail, we will give a better technique, with a more global point of view in the next paragraphs.

### 4.2 General Theory for Polynomial Scale Consecution

We are looking for a \(T\)-invariant of degree \(r\) for an algebraic loop \(\tau = \langle t_1, t_2, \rho_r \rangle\) (as describe in Section 3.5, equation 2), that is, a polynomial \(Q\) of degree \(r\) such that there exists a polynomial \(T\), verifying

\[
Q(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n)) = T(X_1, \ldots, X_n)Q(X_1, \ldots, X_n)
\]

To translate that in terms of linear algebra, we write again the \(T\)-invariant candidate’s coefficients ordered \(a_0, \ldots, a_t\) (\(t + 1\) being the number of monomials of degree inferior to \(r\)). Let \(d\) be the maximal degree of the \(P_i\’s\), we are thus going to look for \(T\) of degree \(e = dr − r\). Let’s write its ordered coefficients \(\lambda_0, \ldots, \lambda_s\) (\(s + 1\) being the number of monomials of degree inferior to \(e\)). We remind that \(V_m\) designs the subspace of \(\mathbb{K}[x_1, \ldots, x_n]\) of degree inferior
or equal to \( m \). Let \( M \) be the matrix in the canonical basis of \( V_r \) and \( V_{dr} \), of the morphism from \( V_r \) to \( V_{dr} \) given by

\[
P(X_1, \ldots, X_n) \mapsto P(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n))
\]

, the coefficients of \( M \) will be polynomials in those of the \( P_i \)'s. Let \( L \) be the matrix in the canonical basis of \( V_r \) and \( V_e \), of the morphism from \( V_r \) to \( V_{dr} \) given by:

\[
P \mapsto TP
\]

The matrix \( L \) has a very simple form which will be clear after our examples, right now we just say it’s non zero coefficients are \( \lambda_i \)'s, and it has a natural block decomposition. Let \( u \) be the number of terms of degree less than \( dr \) (i.e. the dimension of \( V_{rd} \)), our problem comes to the same thing as finding such a matrix \( L \), such that \( M - L \) has a non trivial kernel, in other words such that \( M - L \) is of rank less than \( u \). Due to Galois’s Linear Algebra theory, we know that a Matrix \( M \) is of rank less than \( k \in \mathbb{N} \) if and only if there exist an invert \( k \times k \) sub-matrix of \( M \).

**Theorem 9. (Existence of T-invariant vectorspace)** Considering \( M \) as described just above. There will be a \( T \)-invariant polynomial if and only if there exists a matrix \( L \) (corresponding to \( P \mapsto TP \)) such that \( M - L \) has a non-trivial kernel. In this situation, any vector in the kernel of \( M - L \) will give a \( T \)-invariant polynomial.

**Proof.** In fact, a polynomial \( Q \) is \( T \)-invariant if and only if \( Q(P_1(X_1, \ldots, X_n), \ldots, P_n(X_1, \ldots, X_n)) = T(X_1, \ldots, X_n)Q(X_1, \ldots, X_n) \), i.e. if and only if \( m(Q) = l(Q) \Leftrightarrow (m - l)(Q) = 0 \) from definition of endomorphisms \( m \) and \( l \). Writing this into matrices, we get the statement of the theorem.

Again the last column of \( M \) is \((0, \ldots, 0, 1)^T\), and the last column of \( L \) is \((0, \ldots, 0, \lambda_0, \ldots, \lambda_s)^T\), so that if we choose every \( \lambda_i \) to be zero, except \( \lambda_s = 1 \), the last column of \( M - L \) will be null. Thus for this choice of \( L \) (or \( T = 1 \)), we at least always get a \( T \)-invariants corresponding to constant polynomials. Now let’s notice that \( M - L \) having non trivial kernel is equivalent for it to have rank strictly less than the dimension \( d(r) \) of \( V_r \). By classical theorem of linear algebra [15], it is equivalent to the fact that each \( d(r) \times d(r) \) subdeterminant of \( M - L \) is equal to zero. Those determinants are polynomials with variables \((\lambda_0, \lambda_1, \cdots, \lambda_s)\), which we will note \( D_1(\lambda_0, \lambda_1, \cdots, \lambda_s), \ldots, D_t(\lambda_0, \lambda_1, \cdots, \lambda_s) \).

**Theorem 10. (Undecidability of finding T-invariants)** There will be a non trivial \( T \)-invariant if and only if the polynomials \((D_1, \ldots, D_t)\) described just above admit a common root, other than the trivial one \((0, \cdots, 0, 1)\). Those roots are in general not calculable.

We will give some examples of decidable classes in the following section.

**Example 5. Loop with Two Variables, T-Invariant of Degree Two** To get an idea of the situation, we first study the general case of degree two algebraic transition systems with two variables in the loop. The transition system has the form:
In this case, to choose $$L$$ such that the rank of $$M - L$$ is less than 6, one has to calculate each subdeterminant 6 × 6 obtained by cancelling 9 lines of $$M - L$$. Those determinant will be polynomials in variables $$(\lambda_0, ..., \lambda_5)$$ of degree less than 6. Now $$L$$ is such that $$M - L$$ will be of degree less than 6, if and only if $$(\lambda_0, ..., \lambda_5)$$ are roots of each of those polynomials.

**Remark 2. (Decidable classes)** In many particular cases, it’s easy to find a matrix $$L$$ such that $$M - L$$ has non trivial kernel. Here we describe two decidable classes:

- for example suppose that in the previous case, $$c_2, c_4$$ and $$c_5$$ are null, then one can choose $$(\lambda_0, ..., \lambda_5)$$ in order to make first column zero.
the third column can be cancelled for good choices of the $\lambda_i$'s if $d_0$, $d_3$ and $d_5$ are zero.

**Remark 3.** In many particular cases, it’s easy to find a matrix $L$ such that $M - L$ has non-trivial kernel.

For example suppose that in the previous case, $c_2$, $c_4$ and $c_5$ are null, then one can choose $(\lambda_0, \ldots, \lambda_s)$ in order to make first column zero. Now we consider the example 4 in Section 3.5. Here we have $(c_0 = 0, c_1 = 1, c_2 = 0, c_3 = 1, c_4 = 0, c_5 = 0)$, and $(d_0 = 0, d_1 = 0, d_2 = 1, d_3 = 0, d_4 = 0, d_5 = 0)$.

Then the matrix $M$ is:

$$\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}$$

And the matrix $M - L$ is:

$$\begin{pmatrix}
-\lambda_0 & 0 & 0 & 0 & 0 & 0 \\
-\lambda_1 & -\lambda_0 & 0 & 0 & 0 & 0 \\
1 - \lambda_2 & -\lambda_1 & -\lambda_0 & 0 & 0 & 0 \\
0 & 1 - \lambda_2 & -\lambda_1 & 0 & 0 & 0 \\
0 & 0 & 1 - \lambda_2 & 0 & 0 & 0 \\
-\lambda_4 & 0 & 0 & -\lambda_0 & 0 & 0 \\
2 - \lambda_4 & -\lambda_3 & 0 & -\lambda_1 & -\lambda_0 & 0 \\
0 & 1 - \lambda_4 & -\lambda_3 & -\lambda_2 & -\lambda_1 & 0 \\
0 & 0 & -\lambda_4 & 0 & -\lambda_2 & 0 \\
1 - \lambda_5 & 0 & 0 & -\lambda_3 & 0 & -\lambda_0 \\
0 & -\lambda_5 & 0 & 1 - \lambda_4 & -\lambda_3 & -\lambda_1 \\
0 & 0 & -\lambda_5 & 0 & 1 - \lambda_4 & -\lambda_2 \\
0 & 0 & 0 & 1 - \lambda_5 & 0 & -\lambda_3 \\
0 & 0 & 0 & 0 & -\lambda_5 & -\lambda_4 \\
0 & 0 & 0 & 0 & 0 & 1 - \lambda_5
\end{pmatrix}$$

Now we directly see that taking $\lambda_0 = \lambda_1 = \lambda_3 = 0, \lambda_2 = 1, \lambda_4 = 2, \lambda_5 = 1$, the first column of $M - L$ is zero, and the second column is equal to the fourth. So with this choice of $L$ (i.e. $T(x, y) = y^2 + 2y + 1$), $M - L$ will be of rank equal or less than four, i.e. with kernel of dimension equal or more than two. Any vector in the kernel will be $T$-invariant.
4.3 Initiation step

It is the same thing as previously. If we are looking for an invariant \( Q \in k[X_1,\ldots,X_n] \), let \( u_1, \ldots, u_n \) be the initial values of the variables \( X_1,\ldots,X_n \), for the initial step, we need \( Q(u_1,\ldots,u_n) = 0 \). Considering the space \( V_r \) of polynomial of degree less or equal to \( r \), we have the following linear form on this space \( P \mapsto P(u_1,\ldots,u_n) \), so that initial values correspond in terms of linear algebra, to a hyperplane of \( V_r \), given by the kernel of \( P \mapsto P(u_1,\ldots,u_n) \).

**Theorem 11.** *(Existence of non trivial invariant using Polynomial scale consecution)* We will have a non trivial invariant if and only if there exists a matrix \( L \) (the one of \( P \mapsto TP \) in canonical basis’ with non null coefficients of \( T \) being \( \lambda_0,\ldots,\lambda_s \)), such that the intersection of the kernel of \( M - L \) and the hyperplane given by the initial values is not zero, the invariants corresponding to vectors in the intersection.

**Proof.** We refer to the one of theorem 6. \( \square \)

The most practical case is given by:

**Theorem 12.** *(Existence of non trivial invariant using Polynomial scale consecution for any given initial values)* If one can find \( T \) (i.e. \( L \)) such that \( \dim(\text{Ker}(M - L)) \geq 2 \), for any initiation step, there will always be non trivial invariants.

**Proof.** We refer to the one of theorem 7. \( \square \)

If we get back to our preceding example, with \( T(x,y) = y^2 + 2y + 1 \), \( M - L \) verifies the hypothesis of the theorem, so that we are guaranteed of the existence of an invariant, whatever the initial values are. We remind that for initial step \( (x = x_0, s = 1) \), a possible invariant is given by \( x_0(1-x_0)x^2 + xy + y^2 - x - 2y + 1 \).

5 Fractional Scale Consecution

5.1 Theory for fractional scale consecution

We want to deal with transition systems of the following type:

\[
\rho_{\tau} = \begin{bmatrix}
x'_1 = P_1(x_1,\ldots,x_n)/Q_1(x_1,\ldots,x_n) \\
\vdots \\
x'_n = P_n(x_1,\ldots,x_n)/Q_n(x_1,\ldots,x_n)
\end{bmatrix}
\]

(3)

where \( P_i \)'s and \( Q_i \)'s belong to \( K[X_1,\ldots,X_n] \), and \( P_i \) being relatively prime to \( Q_i \).

**Definition 7.** A Polynomial \( Q \in K[X_1,\ldots,X_n] \) is said to be a \( T \)-invariant for polynomial-scale consecution for the loop \( \tau \) if and only if there exists a rational function \( F \in K(X_1,\ldots,X_n) \), verifying

\[
Q(X'_1,\ldots,X'_n) = F(X_1,\ldots,X_n)Q(X_1,\ldots,X_n)
\]

modulo the fractional Ideal of \( K(X'_1,\ldots,X'_n,X_1,\ldots,X_n) \) corresponding to the loop, generated by \( \left( X'_1 - \frac{P_1(X_1,\ldots,X_n)}{Q_1(X_1,\ldots,X_n)}, \ldots, X'_n - \frac{P_n(X_1,\ldots,X_n)}{Q_n(X_1,\ldots,X_n)} \right) \).
Theorem 13. \((F\text{-invariant’s characterization})\) Consider an algebraic transition system corresponding to an algebraic loop \(\tau\) as describe in definition 7.

Let \(Q \in K[X_1, \ldots, X_n]\) be a multivariate polynomial with indeterminate coefficients (a template). \(Q\) is a \(F\)-invariant for polynomial scale consecutive with parametric polynomial \(F \in K(X_1, \ldots, X_n)\) for \(\tau\) if and only if

\[
Q \left( \frac{P_1(X_1, \ldots, X_n)}{Q_1(X_1, \ldots, X_n)}, \ldots, \frac{P_n(X_1, \ldots, X_n)}{Q_n(x_1, \ldots, x_n)} \right) = F(X_1, \ldots, X_n)Q(X_1, \ldots, X_n)
\]

Proof. If \(Q(X'_1, \ldots, X'_n) - FQ(X_1, \ldots, X_n)\) belongs to the fractional ideal \(J\) generated by the family \((X'_1 - P_1/Q_1, \ldots, X'_n - P_n/Q_n)\), then there exists a family \((A_1, \ldots, A_n)\) of fractional functions in \(K(X'_1, \ldots, X'_n, X_1, \ldots, X_n)\) such that \(Q(X'_1, \ldots, X'_n) - FQ(X_1, \ldots, X_n) = (X'_1 - P_1/Q_1)A_1 + \cdots + (X'_n - P_n/Q_n)A_n\). Letting \(X'_i = P_i/Q_i\), we obtain that \(Q(P_1/Q_1, \ldots, P_n/Q_n) = \lambda Q(X_1, \ldots, X_n)\).

Conversely suppose \(Q(P_1/Q_1, \ldots, P_n/Q_n) = FQ(X_1, \ldots, X_n)\), then as \((X'_1, \ldots, X'_n)\) is equal to \((P_1/Q_1, \ldots, P_n/Q_n)\) modulo the ideal \(J\), we get that \(Q(X'_1, \ldots, X'_n) = FQ(X_1, \ldots, X_n)\) modulo \(J\). \(\square\)

Let \(d\) be the maximal degree of the \(P_i\)’s and the \(Q_i\)’s, and let \(\Pi\) be the lcm of the \(Q_i\)’s. Now let \(U = X_1^{i_1} \cdots X_n^{i_n}\) be a monomial of degree less than \(r\) (i.e. \(i_1 + \cdots + i_n \leq r\)), then: \(\Pi U(P_1/Q_1, \ldots, P_n/Q_n) = (P_1/Q_1)^{i_1} \cdots (P_n/Q_n)^{i_n}\). But as \(Q_j\) divides \(\Pi^\delta\), for all \(j\), we see that \(Q_j^{i_j} \cdots Q_n^{i_n}\) divides \(\Pi^{i_1 + \cdots + i_r}\) which divides itself \(\Pi^\delta\). We deduce that \(\Pi^\delta Q(P_1/Q_1, \ldots, P_n/Q_n)\) is a polynomial for every \(Q\) in \(V_r\). Now suppose \(F = T/S\) (\(T\) relatively prime to \(S\)) satisfies the equality of the previous theorem and suppose we are looking for an invariant \(Q\) of degree \(r\). Then multiplying by \(\Pi^\delta\), we get \(\Pi^\delta Q(P_1/Q_1, \ldots, P_n/Q_n) = (\Pi^\delta TQ)/S\). As we have a priori no information on \(Q\), in most of the cases \(Q\) will be relatively prime to \(S\). In this case we see that \(S\) will divide \(\Pi^\delta\), so that rewriting \(F\), we can suppose it has denominator \(\Pi^\delta\). From now on we will suppose that \(F\) is of the form \(T/\Pi^\delta\), as we just saw that this constraint is very little restrictive. Now let’s call \(m\) the morphism of vector spaces \(Q \rightarrow \Pi^\delta Q(P_1/Q_1, \ldots, P_n/Q_n)\) from \(V_r\) to \(V_{nr^d}\) and let \(M\) be it’s matrix in canonical basis. Let \(T\) be a polynomial in \(V_{nr^d-r}\), and let’s note \(l\) the morphism of vector spaces \(Q \rightarrow TQ\) from \(V_r\) to \(V_{nr^d}\), and let \(L\) be it’s matrix in canonical basis. Combining theorem 11, and the preceding discussion, we have the following theorem:

Theorem 14. Let \(M\) be as described just above. There will exist a \(F\)-invariant (with the restriction that \(F\) is of the form \(T/\Pi^\delta\)) polynomial if and only if there exists a matrix \(L\) (corresponding to \(Q \rightarrow TQ\)) such that \(M - L\) has a nontrivial kernel. In this situation, any vector in the kernel of \(M - L\) will give a \(F\)-invariant polynomial.

We refer to the preceding section for decidability, as the theorem is of the same form as theorem 9. For the initiation step, as before initial values give a hyperplane of \(V_r\), but in order to the transition system to have sense, the \(n\)-tuple of initial values must not be a root of any of the \(Q_i\)’s, and so must be their iterates as long as the loop is applied. Then we are guaranteed that they won’t cancel \(\Pi^\delta\). As before we have the following theorem:
Theorem 15. (Existence of non trivial invariant using Fractional scale consequence) We will have a non trivial invariant if and only if there exists a matrix $L$ ( the one of $Q \mapsto TQ$ in canonical basis’ with coefficients of $T$ being $\lambda_0, \ldots, \lambda_s$), such that the intersection of the kernel of $M - L$ and the hyperplane given by the initial values (good initial values) is not zero, the invariants corresponding to vectors in the intersection.

In this case we also have the important theorem:

Theorem 16. (Existence of non trivial invariant using Polynomial scale consequence for any initial value) We will have a non trivial invariant for any “good” (non-trivial) initial value if there exists a matrix $L$, such that the kernel of $M - L$ is of dimension equal or greater than 2.

Example 6. We consider the following system:

$$
\rho_T = \begin{bmatrix}
  x'_1 = x_2/(x_1 + x_2) \\
  x'_2 = x_1/(x_1 + 2x_2)
\end{bmatrix}
$$

We are looking for a $F$-invariant polynomial of degree two. Here the least common multiple of $(x_1 + x_2)$ and $(x_1 + 2x_2)$ is their product, so that $m$ is given by: $[Q \in V_2 \mapsto [(x_1 + x_2)(x_1 + 2x_2)]^2 Q(x_1/(x_1 + x_2), x_2/(x_1 + 2x_2))]$. Here as both $x_2/(x_1 + x_2)$ and $x_1/(x_1 + 2x_2)$ have “degree” zero, $[(x_1 + x_2)(x_1 + 2x_2)]^2 Q(x_2/(x_1 + x_2), x_1/(x_1 + 2x_2))$ will be exactly a linear combination of degree four terms if it is non null. Hence $m$ has values in $\text{Vect}(X^4_1, X^3_1X_2, X^2_1X^2_2, X_1X^3_2, X^4_2)$. For a polynomial $T$ and $Q \in V_2$ to verify: $[(x_1 + x_2)(x_1 + 2x_2)]^2 Q(x_2/(x_1 + x_2), x_1/(x_1 + 2x_2)) = TQ$, as the left member is in $\text{Vect}(X^4_1, X^3_1X_2, X^2_1X^2_2, X_1X^3_2, X^4_2)$, $T$ must be of the form $\lambda_0 X^2_1 + \lambda_1 X_1X_2 + \lambda_3 X^4_2$ and $Q$ of the form $\rho_0 X^2_1 + \rho_1 X_1X_2 + \rho_3 X^4_2$. From this little preliminary discussion, we see that we already can take $Q$ in $\text{Vect}(X^2_1, X_1X_2, X^4_2)$, and $T$ also. Then both $m$ and $l : (Q \mapsto TQ)$ will be morphisms from $\text{Vect}(X^2_1, X_1X_2, X^4_2)$ in $\text{Vect}(X^2_1, X_1X_2, X_1X^4_2)$. In the corresponding canonical basis, the matrix $M$ is:

$$
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 2 \\
1 & 3 & 1 \\
4 & 2 & 0 \\
4 & 0 & 0
\end{pmatrix}
$$

and $L$ will be:

$$
\begin{pmatrix}
\lambda_0 & 0 & 0 \\
\lambda_1 & \lambda_0 & 0 \\
\lambda_2 & \lambda_1 & \lambda_0 \\
0 & \lambda_2 & \lambda_1 \\
0 & 0 & \lambda_2
\end{pmatrix}
$$

In other words, $M - L$ will be the following matrix:

$$
\begin{pmatrix}
-\lambda_0 & 0 & 1 \\
-\lambda_1 & 1 - \lambda_0 & 2 \\
1 - \lambda_2 & 3 - \lambda_1 & 1 - \lambda_0 \\
4 & 2 - \lambda_2 & -\lambda_1 \\
4 & 0 & -\lambda_2
\end{pmatrix}
$$
Taking \((\lambda_0 = 1, \lambda_1 = 3, \lambda_2 = 2)\) actually cancels the second column, hence with this choice of \(L, M - L\) has kernel equal to \(\text{Vect}(0, 1, 0)\). It was in fact possible to see from the beginning that the corresponding polynomial \(X_1 X_2\) is \((X_1^2 + 3X_1 X_2 + 2X_2^2)/(X_1 + X_2)(X_1 + 2X_2)\) - invariant. It is an invariant (see definition 2) for initial values \((0, 1)\) (which iterates clearly never cancel \(X_1 + X_2\) and \(X_1 + 2X_2\), because they are of the form \((a, 0)\) or \((0, b)\) with \(a\) and \(b\) strictly positive).

6 Branching Conditions and Nested Loops

Using the methods described so far we obtain eigenspaces where each point corresponds to a non-trivial non-linear invariant. Then we can consider the eigenvectors to form a basis such that the induced ideal is an Ideal of non-trivial non-linear loop invariants. Here, we show how our method deals with the conditional statements inside loops. Let's consider the following type of loop : 

```c
while(B_1){ [I_1;] if(B_2){ [I_2;] } else{ [I_3;] } [I_4;] } ...
```

where \(I_i\)'s are notations to represent a block of multivariate fractional instructions. Our algorithm will first represent the loop with the two following transitions \(\tau_1 = (l_i, l_i, (B_1 \wedge \neg B_2), \rho_{\tau_1})\), and \(\tau_2 = (l_i, l_i, (B_1 \wedge \neg B_2), \rho_{\tau_2})\) where: \(\rho_{\tau_1} \equiv [x'_1 = F_{1,[l_i:l_2:l_4]}(x_1, \ldots x_n)\ldots, x'_n = F_{n,[l_i:l_2:l_4]}(x_1, \ldots x_n)]\) and \(\rho_{\tau_2} \equiv [x'_1 = F_{1,[l_i:l_2:l_4]}(x_1, \ldots x_n)\ldots, x'_n = F_{n,[l_i:l_2:l_4]}(x_1, \ldots x_n)]\) with \([::]\) denoting our operator based on separation rewriting rules to compose blocks of instructions. Our algorithm first generates independently the ideals of invariant \(\xi_1 = (\mu_1, \ldots, \mu_n)\) and \(\xi_2 = (\kappa_1, \ldots, \kappa_p)\) for the respective transitions \(\tau_1\) and \(\tau_2\). Any element \(\mu_i \in \xi_1\) refers to an inductive invariant \(\mu_i(X_1, \ldots, X_n) = 0\) corresponding to the partial loops described by transition \(\tau_1\). Respectively, any \(\kappa_i \in \xi_2\) refers to an inductive invariant \(\kappa_i(X_1, \ldots, X_n) = 0\) for the loop described by the transition \(\tau_2\). Then we can take \(\mu_i(X_1, \ldots, X_n) \cdot \kappa_i(X_1, \ldots, X_n) = 0\) as global loop invariants, since these invariant will reappear in any sequences of transitions during the execution of the loop. As our approach generates ideals of non-trivial and non-linear invariants, we also propose a Join operator to finally generate the ideal of global loop invariants.

Example 7. A running example which is beyond the limit of state-of-the-art aches. The result given by our methods is on the right. The invariant generated is \(u_0 \ast (1 - u_0) \ast X \ast Y \ast Z^2 \ast + X \ast Y \ast Z \ast U + X \ast Y \ast U^2 - X \ast Y \ast Z - 2 \ast X \ast Y \ast U + X \ast Y = 0\)

```c
// initialization
int u_0;
((M > 0) ? (Z = 1) : (U = u_0))

while (X >= 1) {
    if (Y > M) {
        X = Y / (X + Y);
        Y = X / (X + 2 * Y);
    }
    ...
}  

Then we generate the following invariants:
```
Theorem 17. Let \( I = \{I_1, \ldots, I_k\} \) a set of ideals in \( K[X_1, \ldots, X_n] \) such that \( I_j = (f^{(j)}_1, \ldots, f^{(j)}_{n_j}) \) where \( j \in [1, k] \). Let’s \( \nabla(I_1, \ldots, I_k) = \{\delta_1, \ldots, \delta_{n_1n_2\ldots n_k}\} \) such that all elements \( \delta_i \) in \( \nabla(I_1, \ldots, I_k) \) are formed by the product of one element from each ideal in \( I \). Assume that all \( I_j \)s are ideals of invariants for a loop at location \( l_j \) described by a transition \( \tau_j \). Now, if all \( l_j \)s describe the same location program point, then we have several transitions looping at the same point. So we obtain an encoding of possible execution paths of a loop containing conditional statements.

Then \( \nabla(I_1, \ldots, I_k) \) is an ideal of non-trivial non-linear invariants for the entire loop located at \( l_j \).

Once again, here there are no need for Grobner Basis computation and the complexity of the steps described remain linear. Example 7 illustrate our method for the case where the loop contains two conditional statements. Our algorithm first generates an invariant for the loop corresponding to the first condition \( If \) at line 6 using Fractional-Scaling (\([\text{IF1}]\text{[Invariant :=]}[X\ast Y]\)). See Example 6 for more details. Then it computes the invariant (\([\text{ELSE1}]\text{[Invariant :=]}[u_0\ast (1 - u_0) \ast Z^2 + Z \ast U + U^2 - Z - 2 \ast U + 1]\)) corresponding to the other alternative transition \( \tau_2 \) of the loop (\( \text{Else} \) at line 10). In that case we were only asked for one invariant as the Join operator only returned the product of the two previously computed invariants (\([\text{WHILE1}]\text{[Invariant :=]}[u_0\ast (1 - u_0) \ast X \ast Y \ast Z^2 + X \ast Y \ast Z \ast U + X \ast Y \ast U^2 - X \ast Y \ast Z - 2 \ast X \ast Y \ast U + X \ast Y]\))

In presence of nested loops, our methods generates ideals of invariants for each inner-loop and then generates a global invariant considering the non-linear system composed of pre-computed invariants.
7 \[ \sum u_i f_i \in H? \]

Let \( H = (h_1, ..., h_r) \) be an ideal of \( K[x_1, ..., x_n] \), and \( F = \{ f_1, ..., f_k \} \) be a family of polynomials of \( K[x_1, ..., x_n] \), we want a criterion determining if a \( k \)-uple \((u_1, ..., u_k)\) verifies \( \sum u_i f_i \in H \).

To do so, we first notice that \((u_1, ..., u_k)\) verifies \( \sum_{i=1}^k u_i f_i \in H \) iff there exists \((u_{k+1}, ..., u_{k+r})\) in \( K[x_1, ..., x_n]^r \) which verifies \( u_1 f_1 + .. + u_k f_k = u_{k+1} h_1 + .. + u_{k+r} h_r \).

Rewriting this equality \( u_1 f_1 + .. + u_k f_k - u_{k+1} h_1 - .. - u_{k+r} h_r = 0 \), we see that \( \sum_{i=1}^k u_i f_i \in H \) iff there exists \((u_{k+1}, ..., u_{k+r})\) in \( K[x_1, ..., x_n]^r \) such that the vector \((u_1, u_2, ..., u_{k+r})\) belongs to the module \( \text{Syz}(f_1, ..., f_k, -h_1, ..., -h_r) \).

Now let \( W_1, ..., W_p \) be a syzygy basis of \( \text{Syz}(f_1, ..., f_k, -h_1, ..., -h_r) \subset K[x_1, ..., x_n]^{k+r} \), then we see that \((u_1, ..., u_k)\) verifies \( \sum u_i f_i \in H \) iff \((u_1, u_2, ..., u_k)^T \) belongs to the submodule of \( K[x_1, ..., x_n]^k \) generated by \((V_1, ..., V_p)\) where \( V_i \) is the vector obtained from erasing the \( r \) last coordinates of \( W_i \).

We thus obtained the following theorem:

**Theorem 18.** Let \( H = (h_1, ..., h_r) \) be an ideal of \( K[x_1, ..., x_n] \), and \( F = \{ f_1, ..., f_k \} \) be a family of polynomials of \( K[x_1, ..., x_n] \).

Let also \( W_1, ..., W_p \) be a syzygy basis of \( \text{Syz}(f_1, ..., f_k, -h_1, ..., -h_r) \), and \( V_i \) be the vector obtained from erasing the \( r \) last coordinates of \( W_i \).

If \((u_1, ..., u_k)\) is a \( k \)-uple of \( K[x_1, ..., x_n]^k \), then \( \sum_{i=1}^k u_i f_i \in H \) if and only if the vector \((u_1, u_2, ..., u_k)^T \) belongs to the submodule of \( K[x_1, ..., x_n]^k \) generated by \((V_1, ..., V_p)\).

8 Conclusion

Our methods do not required computation of Grobner bases, quantifier elimination, cylindrical algebraic decomposition or direct resolution of semi-algebraic system, as well as they do not depend on any abstraction methods. We succeeded in reducing the non-linear loop invariant generation problem to the intersection between eigenspaces of specific endomorphisms and initial linear or semi-affine/algebraic constraints. Our non-trivial non-linear invariant generation method is sound and complete as we provide a complete encoding to handle multivariate fractional Loop (algebraic system with multivariate rational functions) where variables are constrained initially with parameters. As far as it is our knowledge, these are the first non-linear invariant generation methods that handle multivariate fractional instructions, conditional statement, and nested inner-loops. Also, for each type of system, we presented necessary and sufficient conditions for the existence of non-trivial non-linear loop invariants. Considering the problem of invariant generation, we identified a large decidable class together with an undecidable class. Finally, our methods generates ideals of non-trivial non-linear loop invariants (in polynomial steps).
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