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Abstract

In the process of drilling oil wells, it is necessary to schedule resources, such as oil derricks and boats, in order to execute development activities that prepare promising wells for oil extraction. The scheduling of such activities must satisfy a variety of constraints and must attain some objective criteria, such as maximizing oil production. In this paper, we discuss a greedy randomized adaptive search procedure (GRASP) algorithm for the scheduling of oil well drilling activities. We describe in detail our GRASP implementation and compare the results obtained with results derived from a well accepted constraint programming implementation. Computational experience on real instances of the problem indicates that the GRASP implementation is competitive, outperforming the constraint programming implementation.
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1 Introduction

Oil extracted from oceanic basins is an increasingly important fraction of the total world offer of petroleum. The Brazilian Petrobras is one of the leading companies on deep seas oil exploration, and one of the twenty biggest oil companies in the world. It explores diverse petroliferous basins, each with hundreds of promising spots where productive oil wells could be located. However, these places need to be developed before they are turned into productive wells. In order to accomplish the activities involved in oil well development, Petrobras uses oil derricks and ships, some rented, others of its own property. These resources are limited and expensive, either in acquisition value or rent value, and must, therefore, be used efficiently.

The oil well drilling problem (WDP) can be summarized thus: given a set of wells, given the activities to be executed in each well and the available resources, determine a scheduling of the activities to be carried by each resource, within a given time horizon, in such a way as to optimize some objective criteria. This scheduling must also take into account several engineering and operational constraints. In this work, the WDP is studied, taking into account the specificities faced by Petrobras when exploring oil in deep sea basins. The engineering and operational constraints will be presented in detail, and an heuristic strategy will be developed in order to maximize oil production within a given time horizon.

Similar problems have been studied in the literature [9]. However, the WDP at Petrobras imposes more constraints than those already considered in other works. In fact, some of these new constraints have been listed as topics for future research [9]. In this article we deal with these new, more realistic, constraints.

The remainder of this paper is organized as follows. The next section describes the WDP in more detail. Section 3 presents the constraint programming model developed by Petrobras to solve the problem. Section 4 discusses our GRASP approach to the WDP and describes our new algorithm. Section 5 presents the results obtained with the new GRASP implementation. Finally, conclusions are drawn in the last section.

2 The Well Drilling Problem

When a location is considered a promising oil well, boats and oil derricks are sent there to carry through the due operations of drilling. The development of a well, from determining its location until it is put into production, involves several stages.

After the well is drilled, the preparation for petroleum extraction is initiated (a stage called completion). First, the “Wet Christmas Tree”\(^1\) (WCT) is placed at the mouth of the well so that oil does not leak to the sea. In this stage, oil derricks are used. Later, a boat takes a pipeline, of which an extremity is connected to the WCT, and connects the other extremity to a manifold\(^2\), or else connects it up directly to the surface into a production platform (this stage is called interconnection). A manifold is installed by a boat and its use prevents the need for exclusive pipelines connecting each well to the surface. In the

\(^1\)A complex metallic structure where hydraulic valves are attached.

\(^2\)A manifold is a structure for the junction of pipelines in the deep of the sea.
absence of manifolds, linking each well directly to the surface would render the process as excessively costly, since the cost of such pipelines, per unit length, is very high. Once the interconnection stage is completed, the extraction of petroleum can be started. For that, Stationary Units of Production (SUPs) are anchored at specific locations in the surface, and a boat interconnects the manifold to a SUP. A SUP processes and stores, when it has storage capacity, the extracted products. Later, ships come to collect the products, fetching them to land, storage sites or other processing units. If the oil outflow is very high and the SUP does not have storage capacity, then a petrolierous platform may be installed at the surface.

The main constraints involved in the process of scheduling the necessary activities for the development of a oil well are:

1. Technological Precedence: sets an order among the activities. There are four categories of technological precedence:
   
   (a) FS(A,B): Activity A must finish after the start of activity B.
   (b) SS(A,B): Activity A must start after the start of activity B.
   (c) SF(A,B): Activity A must start after the finish of activity B.
   (d) FF(A,B): Activity A must finish after the finish of activity B.

2. Mark-Activity: an activity must finish before or initiate after a determined date, or mark, with or without lag time. This date is generally related to some external event, e.g., the installation of a petrolierous plataform.

3. Baseline: sets the start and end dates of an activity.

4. Constraints in the Use of Resources: to execute an activity, due to its intrinsic nature, one must use a resource that matches some operational characteristics. For an activity that requires a boat, one must verify if the on-board equipments can operate at the specified depth. For an activity that requires an oil derrick, one must verify:
   
   (a) Its type: anchored, SSDP, NSDP or oil derrick-ship.
   (b) Its abilities: TOP DRIVE, HPHT, BOP 16, BOP 18, Drilling.
   (c) Its maximum and minimum depth of operation.
   (d) Its maximum depth of drilling.

5. Concurrence: two activities in the same well can not be executed simultaneously. Similarly, two activities can not be executed by the same resource simultaneously.

6. Unavailability: resources may be unavailable for a period of time, either for maintenance reasons or due to contract expiration.

7. User Defined Well Sequences: the user can specify a desired sequence for the activities of drilling or for the activity of “production beginning” of different wells. The sequence is an ordered list of one or more wells such that if well A precedes well B in the list,
then the activity $F_A$ of well $A$ must finish before the start of the activity $S_B$ of well $B$. The activities $F_A$ and $S_B$ are either activities of “drilling” or activities of “production beginning” of their respective wells, according to the type of the sequence. These sequences are specified by engineers in order to avoid loss of pressure in an oil field.

8. **Surface Constraints**: also known as *killer bubbles*, these constraints represent a security area, defined by the user around each well, so that oil derricks used in the activities in those wells do not collide. The restricted area is specified by a closed polygon defined by coordinates around the well. When the center of the first well is inside the restricted area of the second well, the activities executed by oil derricks in these wells cannot be simultaneous. These constraints must be verified between each pair of mobile oil derricks, and each pair of mobile and anchored oil derricks.

9. **Cluster Constraints**: an activity can be part of a cluster, which is a set of activities that must use the same resource.

10. **Same Oil Derrick for a Well**: to avoid unnecessary displacements of oil derricks between wells, it is desirable that the same oil derrick executes as much of the activities of a well as possible.

The oil production of a well is calculated as follows. Each well has an associated outflow and an activity whose purpose is to mark the beginning of its production. When this last activity is concluded, the well is considered in production. The production is measured by multiplying its oil outflow by the time remaining since its beginning of production until the established horizon. If the beginning of production activity is executed after the time horizon, the corresponding well production is not considered.

The objective is to obtain a scheduling for all the activities, satisfying all the constraints and maximizing oil production. Other objectives to be attained are:

1. **Generate faster solutions**: Human made solutions take many hours, even days to be constructed. A faster method would permit the analysis of different scenarios for the same problem, for example, by adding or removing resources. Furthermore, alterations in plans would not result in new hours or days spent in rescheduling.

2. **With scheduling automation**, highly skilled engineers once responsible for the manual scheduling can be reallocated to other areas in the company.

By the problem description, together with its constraints, it can be observed that, besides dealing with a real application, it also involves several particularities that makes it sufficiently differentiated from similar problems reported in the literature.

# 3 A Constraint Programming Solution

In 2000, a project team of Petrobras decided to model the WDP using the ILOG Constraint Programming libraries ILOG Solver and ILOG Scheduler. These tools allow for easy model-
ing and, being C++ native, their use is simple. After four years of development, alterations, corrections and improvements, the developed tool, named ORCA\textsuperscript{3}, pleased its idealizers.

The next subsection describes the constraint programming paradigm used in ORCA. The model and its associated algorithms are shown in the subsequent subsections.

3.1 Constraint Programming

In 1987, the work of Jaffar and Lassez [29] established the theoretical basis by which diverse constraint programming languages could be developed. The basic idea is to substitute the mechanism of traditional logical inference (unification) for a more generic and efficient one, known as constraints handling. This mechanism has been used since the 80’s in solving Constraint Satisfaction Problems (CSPs) in Artificial Intelligence and other fields [33, 32, 27, 52, 53]. Briefly, a CSP consists of:

- A set of variables \( X = \{x_1, ..., x_n\} \);
- For each variable \( x_i \) in \( X \), a set of values, \( D_i \), called its domain;
- A set of constraints, \( C \), restricting the values that each variable in \( X \) can take.

A solution to a CSP is an assignment of values to the variables in \( X \), in such a way that all constraints in \( C \) are satisfied. Many problems in Operational Research, as diverse as planning, allocating resources, managing time, organizing personnel, cutting materials, blending mixtures, assigning radio frequencies, among other combinatorial problems, can be represented as CSPs. A constraint program (CP) is the embodiment of a CSP in a particular constraint programming language (CPL).

A CP generally follows the structure presented in Figure 1. Notice that this structure reflects the corresponding CSP items.

\[
\text{<Declaration of Variables and Domains>}
\text{<Declaration of Constraints>}
\text{<Search for Solutions (labeling)>}
\]

Figure 1: Basic structure of a program in Constraint Programming.

The variables with its domains define the solution space. The constraints establish relations between the variables, limiting the values they can assume concomitantly, thereby reducing the search space. At each iteration, the domains are reduced by force of the constraints. This reduction is obtained by a mechanism called constraint propagation, whose function is to guarantee the partial consistency of the system as a whole. The constraint propagation mechanism works in the following way. When the domain of a variable is modified, \textit{e.g.} one of its elements is removed, this information is transmitted, or propagated, to all the variables associated to it by one or more constraints. For example: let \( X \) and \( Y \)

\textsuperscript{3}Portuguese acronym for “Optimization of Critical Resources in the Production Activity”.
be integer variables with the domains $D_X = D_Y = [1, 10]$. Imposing the constraint $X < Y$, the domains are changed to $D_X = [1, 9]$ and $D_Y = [2, 10]$. Suppose now that the constraint $X \geq 5$ is imposed. This makes $D_X = [5, 9]$, and the domain of $Y$ is automatically changed to $D_Y = [6, 10]$.

In general, only partial consistency is guaranteed, since there is no known polynomial time algorithm that enforces total consistency in a generic CSP\(^4\). Moreover, for efficiency reasons, some algorithms used to detect constraint violations are not able to identify certain types of inconsistent states. One of these algorithms, called arc-consistency, works as follows: let $A$ and $B$ be two variables restricted by the constraint $r$, and with domains, respectively, $D_A$ and $D_B$. A value $v_A \in D_A$ has support in the domain $D_B$ if, when attributing $v_A$ to $A$, there is a value $v_B \in D_B$ that can be set to $B$ without violating $r$. The arc-consistency algorithm removes from the domain of each variable all those values that do not have support in the domain of any other variable associated with it by some constraint \(^{36}\).

Next, the labeling process starts as indicated in Figure 1. It begins by selecting a variable and assigning to it one of its domains values. The order of choice of the variables and of the domain values is flexible and affects the performance of the algorithm. After setting the value to the chosen variable, the propagation mechanism reduces the other domains. In case some inconsistency is detected, the last value attribution has to be undone, a mechanism known as backtracking, and another alternative is taken. This process repeats itself until a solution is found, or until the nonexistence of a viable solution is proved \(^{36, 33}\).

In some situations, it is not enough to search for a viable solution, but it is also necessary to find one that minimizes (or maximizes) some objective criteria. The concept of optimization can be embodied in the constraint programming paradigm in the following way. When a solution is found, its cost $c$ is calculated and a new constraint is inserted in the CP indicating that the cost of the next solution will have to be less than $c$ (assuming minimization). This process is repeated until no more viable solutions can be found, or until a time limit is reached. If no more viable solutions can be found, the last solution is one of optimum cost \(^{36, 33}\).

A great challenge in constraint programming is the creation of a model that adequately represents the real conditions of a problem. A poor model, for example, can generate erroneous or not satisfactory solutions, or can even lead to no solution at all.

### 3.2 The ORCA Implementation

The WDP, described in Section 2, was modelled using ILOG Solver and ILOG Scheduler libraries. In this approach the problem representation is dissociated from the algorithms used to solve it, thus offering easiness of development, of understanding and of adaptation.

The model consists of two types of variables, both with integer domains:

- One type represents the beginning of execution of each activity in its well. It is characterized by a minimum start time and a maximum start time, both of which must have the same value so that the activity may be considered scheduled.

\(^4\)CSPs belong to the class of NP-complete problems \(^{36}\).
Another type that represents which resource will execute each activity in its well. It is characterized by a set of the possible resources, one of which must be chosen to execute the activity.

All the constraints described in Section 2 are imposed on the described variables using built-in methods of the ILOG classes. For example, let \( a \) and \( b \) be activities represented by objects of the ILOG class \( \text{IlcActivity} \) and let \( P1 \) be the model represented by the ILOG class \( \text{IlcManager} \), we constrain \( a \) to start after the finish of \( b \) through the following code:

\[
P1.add(a.startsAfterEnd(b));
\]

The mechanism of constraint propagation is handled directly by the ILOG libraries. However, in many cases, simple constraint propagation is not sufficient to get a unique value for each one of the variables. In other words, constraint propagation and domain reduction may not be enough to find a unique solution to the problem. Thus, it is necessary to search for solutions.

The ILOG libraries provide not only a generic search algorithm, but also ways to develop the user’s own search method. With the ILOG Solver, the implementation of search algorithms is based on the idea of goals. Goals make it possible to implement algorithms where the exact sequence of operations is not known in advance. In other words, one can use goals to guide a search even though it is not known ahead of time exactly how the search will be executed. This is often called non-deterministic programming in the sense that its precise steps are not determined nor predicted in advance, yet the programming does have a definite purpose or goal in view.

The search mechanism exploits the following algorithm: as long as there exist variables not yet assigned,

1. choose one of those variables;
2. choose a value to assign to this variable;
3. propagate the effects of that assignment.

In general, it is not known which value in the domain of the variable is consistent with all the constraints. If that binding leads to inconsistencies, it must be undone, and another value must be tried. The ILOG Solver also offers predefined ways to find solutions that minimize or maximize some objective criteria. For that, it uses a Branch and Bound [8, 35] technique.

The ILOG Solver implements an implicit representation of the search tree, consisting of a sequence of left and right decisions. The search moves from one position in the tree to another through a combination of backtracking and recomputation of decisions [6]. The Solver’s search engine generally works like this: open nodes, that is, those nodes that can still be explored, are stored in a heap. At each step, the Solver chooses the best open node with respect to a given evaluation function and moves to that node in order to expand it. It implements predefined evaluation functions for the following search techniques:
• **Depth First Search (DFS)** is the standard search procedure of the ILOG Solver. DFS considers out-going edges of a vertex before neighbors of that vertex. The real problem with DFS is that it cannot recover from early poor choices. A bad decision early in the search may lead the search down through a large number of non-goal states.

• **Best First Search (BFS)** is a search algorithm which optimises *Breadth First Search*\(^5\) by ordering all current paths according to some heuristic. The heuristic attempts to predict how close the end of a path is to a solution. Paths which are judged to be closer to a solution are extended first. It is fully described in [38]. The Solver implementation uses a parameter \(\epsilon\). When selecting an open node, the Solver determines the set of open nodes whose cost is at most \((1+\epsilon)\) worse than the best open node. If the child of the current node is in this set, the Solver goes to this child. If not, the Solver chooses the best open node.

• **Limited Discrepancy Search (LDS)** was first defined in [26]. The discrepancy of a search node is defined as its right depth, that is, the number of times the search engine has chosen the right branch of a choice point when going from the root of the search tree to the current node. Given a parameter \(k\), the discrepancy search procedure is one that will first explore nodes with a discrepancy less than \(k\). After this exploration is complete, it will explore nodes with a discrepancy between \(k\) and \(2k\), and so on. In fact, this search procedure cuts the search tree in strips.

• **Depth Bounded Discrepancy Search (DDS)** was introduced in [48]. A variation of LDS, DDS makes the assumption that mistakes are more likely made near the top of the search tree than further down. For this reason, this procedure does not count the number of discrepancies but the depth of the last one. The ILOG Solver implements an improved version of Walsh’s schema [48]; it does not count the depth of the last discrepancy but of the \(d\)-th last, where \(d\) is a parameter of the search.

• **Interleaved Depth First Search (IDFS)** was introduced in [37]. IDFS tries to mimic the behavior of an infinite number of threads exploring the search tree. The Solver implements a variation that limits the depth of this interleaving behavior.

All these search procedures were tested over real instances of the WDP. Pure BFS proved to be inefficient for the problem. In almost all scenarios it did not find any solution within the first hour of execution. The DFS and IDFS schemes showed some progress, but the best results were found using LDS or DDS. In the tests, LDS surpassed DDS slightly, besides being more flexible. That is because DDS is more efficient if the search heuristic is very good, *i.e.*, if it makes mistakes only in the top of the search tree [28], which is something hard to achieve. This tests were run under the plataform described in Section 5.

Let us now present the goals created to guide the scheduling process. They are executed in the order they are presented:

---

\(^5\)Breadth first search is a tree search algorithm that starts at the root node and explores all the neighboring nodes. Then for each of those nearest nodes, explore their unexplored neighbor nodes, and so on until it finds the goal.
1. **Choosing the resources:** This goal is responsible for choosing the resources that will execute the activities. It simply selects the available resource less used until then for each activity.

2. **Handling sequences of drilling:** In case there are sequences of drilling, this goal sets the start execution date of the drilling activities in each sequence. When ordering the activities, it selects the available variable that is not yet set among all the variables present in the sequences of drilling and that generates the greater increase in oil production.

3. **Scheduling production activities:** This goal sets the start execution date of the beginning of production activities. When ordering the activities, it selects the variable not yet set as follows:
   - Firstly, the one available among all variables present in the sequences of production, and that generates the greater increase in oil production.
   - Secondly, that available variable which generates the greater increase in the oil production.

4. **Scheduling the other activities:** This goal sets the start execution date of all the other activities. When ordering the activities, it selects the first one not yet set.

Nowadays the ORCA solver is often used by engineers, both to define a good schedule for the activities of some oil fields. It is also used to analyze the need for acquiring or renting new resources. Engineers confirmed that ORCA generates better solutions than those made by humans. In one of its uses in a real instance of the problem, ORCA showed that buying a third oil derrick was unnecessary and that it was better to add a new LSV ship instead. As a result, ORCA assured a net gain of US$15 million to Petrobras, and anticipated oil production by 26 days.

4 **A GRASP Implementation**

As previously seen, the ORCA solver produced good results. In order to test if other approaches could lead to better solutions, and also to compare results, other applicable techniques were considered. Amongst them, *Tabu Search* [24, 25, 20, 21, 23, 30, 22], *Ant Colony* [11, 10, 5] and *GRASP* [40, 46, 4, 12, 47, 41, 18]. *Tabu Search* is a well studied metaheuristic, and it was used in a simpler version of this same problem [9]. However, some issues proved to be particularly difficult to treat, especially the definition of an adequate neighborhood and ways to explore it. *Ant Colony* has been successfully applied to *job-shop scheduling* problems [7], but with no exceptional results [10]. GRASP was the approach that seemed most appropriate for the WDP, it being a well studied metaheuristic that has been successfully applied to scheduling problems [1, 13, 16, 31, 19, 14, 2, 17, 49, 34, 43, 44, 50, 42, 3]. Furthermore, contrary to what occurs with other metaheuristics, such as tabu search or...
genetic algorithms, which use a large number of parameters in their implementations, the basic version of GRASP requires the adjustment of few parameters.

The next subsection describes GRASP, the paradigm used to construct a new implementation, named GRASPS. The model and its algorithms are shown in the subsequent subsections.

4.1 Greedy Randomized Adaptive Search Procedure (GRASP)

In this paper, we apply GRASP ideas to the problem of scheduling the activities of oil wells. The GRASP methodology is an iterative process, where each iteration consists of two phases: Construction and Local Search [40, 46, 4, 12, 47, 41, 18, 15]. The Construction phase builds a greedy randomized feasible solution, whose neighborhood is explored afterward in the Local Search phase. This process is repeated many times and the best overall solution is returned as the result.

1: procedure GRASP(ListSize, MaxIter, Seed)  
2: for k = 1 to MaxIter do  
3: Solution ← Construct.Solution(ListSize, Seed);  
4: Solution ← Local.Search(Solution);  
5: Update.Solution(Solution, Best.Solution.Found);  
6: end for  
7: return Best.Solution.Found;  
8: end GRASP

Figure 2: Pseudo-code of the GRASP Metaheuristic.

Figure 2 illustrates a generic implementation of the main block of GRASP, in pseudo-code. The input for GRASP includes parameters for setting the candidate list size (ListSize), the maximum number of GRASP iterations (MaxIter), and the seed (Seed) for the random number generator. The GRASP iterations are carried out in lines 2-6. Each iteration, as already mentioned, consists of the construction phase (line 3), the local search phase (line 4) and, if necessary, the incumbent solution update (line 5). In the construction phase, a feasible solution is built, updating the variable Solution. Then the local search algorithm seeks a better solution in the neighborhood of Solution, aiming at the minimization or maximization of a given criterion, and updates Solution. If Solution is better than the one stored in Best.Solution.Found, the function Update.Solution replaces the latter. This process of construction, search and update is executed MaxIter times.

In the construction phase, a feasible solution is built, one element at a time. Figure 3 illustrates a generic implementation of the construction phase of GRASP, in pseudo-code. Input for the algorithm includes the candidate list size (ListSize) and the seed (Seed) for the random number generator. The construction phase iterations are carried out in lines 2-8. At each construction iteration, the next element to be added is determined by ordering all elements in a candidate list with respect to a greedy function that measures the, maybe myopic, benefit of selecting each element. This list is called the Restricted Candidate List.
The adaptive component of the heuristic arises from the fact that the benefits associated with every element are updated at each iteration of the construction phase to reflect the changes brought on by the selection of the previous elements. The probabilistic component is characterized by randomly choosing one of the best candidates in the RCL, but usually not the best one. This way of making the choice allows for different solutions to be obtained at each iteration, while not necessarily jeopardizing the adaptive greedy component. The solutions generated by a GRASP construction phase are not guaranteed to be locally optimal. Hence, it is almost always beneficial to apply a local search to attempt to improve each constructed solution.

1: procedure Construct_Solution(ListSize, Seed)
2: Solution ← 0;
3: Evaluate the incremental costs of the candidate elements;
4: while Solution is not a complete solution do
5: Build the restricted candidate list, RCL(ListSize);
6: Select an element $s$ from the RCL at random;
7: Solution ← Solution $\cup \{s\}$;
8: Reevaluate the incremental costs;
9: end while
10: return Solution;
11: end Construct_Solution

Figure 3: Pseudo-code of the Construction Phase of GRASP.

In the local search phase, a deterministic local search algorithm works in an iterative fashion, by successively replacing the current solution by a better solution from its neighborhood. This algorithm seeks to optimize the solution built in the construction phase through a local search for a better neighbor $s'$, that is, one with a lower (minimization) or higher (maximization) value according to a objective function. When $s'$ is found, Solution is replaced by it. This process is iterated until when there is no better solution in the current neighborhood with respect to some objective function. Figure 4 illustrates a generic implementation of the local search phase of GRASP, in pseudo-code. Input for the algorithm includes the solution built in the construction phase (Solution). The local search phase iterations are carried out in lines 2-4.

1: procedure Local_Search(Solution)
2: while Solution is not locally optimal do
3: Find $s' \in N(Solution)$ with $f(s') < f(Solution)$;
4: Solution ← $s'$;
5: end while
6: return Solution;
7: end Local_Search

Figure 4: Pseudo-code of the Local Search Phase of GRASP.
The GRASP metaheuristic has been successfully applied to a wide variety of optimization problems, including routing, covering and partition, location, minimum Steiner tree, optimization in graphs, assignment, timetabling, scheduling, manufacturing, transportation, power systems, telecommunications, graph and map drawing, and VLSI, among other areas of application [40]. For a detailed bibliography, see [18, 39].

The next subsection shows details of the GRASP implementation, called GRASPS, developed in this work.

4.2 The GRASPS Implementation of GRASP

The GRASPS implementation was constructed using a C/C++ programming language and by defining appropriate classes for the problem. As in the ORCA model, there are two types of integer variables:

- One type represents the beginning of execution of each activity in its well. It is characterized by a minimum start time and a maximum start time, both of which must have the same value so that the activity may be considered scheduled.

- Another type that represents which resource will execute each activity in its well. It is characterized by a set of the possible resources, one of which must be chosen to execute the activity.

All the constraints described in Section 2 were imposed on the variables. Three constraints, namely, Mark-Activity Precedence, Baseline and Constraints in the Use of Resources, were set while reading the problem data, before the search begins. Note that, in these cases, all values needed to set the constraints are already defined. The other seven constraints were dealt with during the search for solutions, the variables involved being assigned single values.

The main procedure of GRASP, illustrated in Figure 2, was kept almost intact. The following simple adaptations were made:

- The search procedure was interrupted by a time limit instead of by the number of iterations.

- The parameter ListSize is updated from time to time during the search. The value of ListSize is decremented or incremented by some value whenever a predefined amount of time is reached with no improvement of the best solution. This, respectively, allows us to focus into a greedier heuristic or to explore larger regions of the search space. With this scheme we obtain a dynamic sized RCL in opposition to the original static sized RCL.

The objective criteria was the same one used by the ORCA implementation (see Section 4). In other words, we seek solutions with the highest oil production.

In the construction phase, illustrated in Figure 3, a number of modifications were introduced. They are listed below.
1. The first time ever the construction phase is initiated, we use a ListSize equal to one, which makes the algorithm behave like a pure greedy heuristic. Note that if there are few constraints obstructing the greedy heuristic, it tends to generate a good or even very good solution. For example, in two of twelve instances tested, the best solution was found in the first solution of the construction phase.

2. Before line 3 of the code shown in Figure 3, we added a function called isPressed. This function verifies if any activity of any well has a start time of small domain and if only one resource can do that activity at that time. By a start time of small domain we mean that its minimum and maximum start times are very close. So having only one resource able to execute it at that period, there is less flexibility to schedule that activity. If there are such activities, the function schedules their wells. Note that retarding the schedule of such activities could render the solution infeasible, as other activities may occupy the period of time where those activities would be scheduled. We schedule the wells and not only the activities in order to comply with the Same Oil Derrick for a Well constraint (see Section 2).

3. The candidates are defined by the production wells that are available (meaning that there are no wells yet not scheduled which must precede them), or the injection wells that have activities of production wells succeeding them. The activities of injection wells that do not have activities of production wells succeeding them are left to be scheduled after all others. Note that injection wells do not contribute to the oil production and therefore must not be scheduled before production wells, unless there are constraints forcing such a schedule. We schedule the wells and not only an activity because of the same Same Oil Derrick for a Well constraint (see Section 2).

4. The evaluation of incremental costs (line 3 of Figure 3) accesses how much oil a well can produce until the end of the time horizon. The RCL is built with those wells that can offer the highest yields of oil. Actually, not only the oil offer is considered, but also the oil offer of the constrained successors of that well.

5. In the construction procedure of the basic GRASP, the next element to be introduced in the solution is chosen at random from the candidates in the RCL (line 5 of Figure 3). The elements of the RCL are assigned equal probabilities of being chosen. However, any probability distribution can be used to bias the selection towards some particular candidates [40]. We tried to bias the selection of the candidates proportionally to their oil offer.

6. To schedule the candidate well (line 7 of Figure 3), the following algorithm was used:

   As long as there exist activities not yet scheduled in the well:

   (a) choose any activity available in the well, i.e., an activity not yet scheduled and such that there is no other activity not yet scheduled in the wells that precede it.
(b) choose a resource to execute this activity that can actually execute it and that can finish it in the earliest possible time.

c) set the start time of the activity as the earliest possible time, i.e., the maximum between the earliest time the resource is available to execute the activity and the minimum start time of the activity.

d) all activities that are constrained to succeed it have their minimum start times updated according to constraints associated to it.

The scheduling of the well is done trying to satisfy all constraints, especially those seven constraints not yet in operation. If any constraint is violated (a test is performed after each activity is scheduled), the construction of this solution is aborted and the construction of a new one is started. Of course, we could backtrack one or more steps instead of starting again, but this could make this phase take too much time, especially if the first steps were wrong.

7. After a well is scheduled, all activities that are constrained to succeed it have their minimum start times updated according to constraints associated to the scheduled well. If any constraint is not satisfied or the minimum date an activity can be scheduled is higher than its maximum start time, the construction of this solution is aborted and the construction of a new one is started.

Since there is no guarantee that the schedule obtained in the construction phase is locally optimal, a local search procedure is used to improve the solution.

The main block of the local search phase, illustrated in Figure 4, was kept just the same. A local search algorithm was chosen and an appropriate neighborhood was defined, so as to permit fast explorations that could quickly lead to better solutions. The local search algorithm employed in this GRASP is the two exchange local search based on the disjunctive graph model of Roy and Sussmann [45]. This same algorithm was used in [3], but for a Job Shop Scheduling problem (JSP).

It is easy to see the relation between the problem considered here and the JSP. The JSP can be defined as follows: a set $M$ of machines, a set $J$ of jobs and to each job $j \in J$ it is associated an ordered collection of operations $t_k[j]$, $1 \leq k \leq n_j$, where $n_j$ is the number of operations associated with job $j$. To each operation $t$ ($t$ is short for $t_k[j]$) is associated a duration $l(t)$ and a machine $m(t)$. The problem is to find a scheduling for the operations that optimizes a given objective criteria. This scheduling must obey the order of operations in the jobs and must also not allow that the same machine execute more than one operation simultaneously. The relation between the JSP and the WDP can be seen by considering the jobs as the oil wells, and the operations of the jobs as the activities of the wells. The precedence relationship among the activities of a well corresponds to the order of operations in the jobs. The WDP resources are the machines who execute the operations in the JSP. Note, however, that the WDP is a more complex problem, in the sense that the operations may not have a specific machine to process it. Furthermore, a WDP solution must satisfy many constraints and the objective criteria is to maximize oil production.
In order to apply the two exchange local search to the WDP, we swap two elements in the schedule. For example, if we could swap elements \( A \) and \( B \) and the schedule in one resource was like \( \ldots \rightarrow A \rightarrow \ldots \rightarrow B \rightarrow \ldots \), where \( \rightarrow \) represents a conjunctive arc, the result of the swap would be a schedule like \( \ldots \rightarrow B \rightarrow \ldots \rightarrow A \rightarrow \ldots \) in that same resource. Note that the exchanged elements need not be in the same resource. If \( A \) and \( B \) were in different resources, for example in resource \( X \) the schedule was \( \ldots \rightarrow X1 \rightarrow A \rightarrow X2 \rightarrow \ldots \) and in resource \( Y \) was \( \ldots \rightarrow Y1 \rightarrow B \rightarrow Y2 \rightarrow \ldots \), the result of the swap would be a schedule like \( \ldots \rightarrow X1 \rightarrow B \rightarrow X2 \rightarrow \ldots \) and \( \ldots \rightarrow Y1 \rightarrow A \rightarrow Y2 \rightarrow \ldots \), respectively, in resources \( X \) and \( Y \). Note also that the execution time of elements \( A \) and \( B \) may be different, and so all activities after them may have to have their start times updated.

We need to decide, of course, what an element stands for. Some options are:

- **Activity:** Used in [9] in a simpler version of this problem. Very small granularity, which would lead to huge neighborhoods. Moreover, most of the time, moving an activity to another position would force us to move also its predecessors and successors in the same well, because of the *Same Oil Derrick for a Well* constraint (see Section 2).

- **Well:** Higher granularity. The problem is that the sequence of activities in wells may be split in the current schedule (e.g.: \( \ldots \rightarrow A \rightarrow \ldots \rightarrow A \rightarrow \ldots \)) because of *Technological Precedence* constraints (see Section 2), and so moving all parts would take time in verifying many constraints. Worse, exchanging the whole well may not be possible, even though exchanging only some activities of it could be.

- **Part of a well:** By a part of a well we mean a maximal set of activities of the same well scheduled consecutively in the same resource. Medium granularity. Satisfies the *Same Oil Derrick for a Well* constraint.

In our implementation we chose the last option. Hence, the local search algorithm tries to exchange all pairs of parts of wells, no matter on what resource they were scheduled. That neighborhood is of size \( O(n^2) \), where \( n \) is the number of parts of wells. On the average, real instances consist of about 22 wells, with an average of 6 activities each well, for a total of 132 activities. The number of parts of wells, on the average, is about \( 7/6 \) of the number of wells, which gives around 26 parts of wells. The number of exchanges would then be of the order of \((26 \cdot 25)/2\), or 325. If we would had taken activities as our elements, the number of exchanges would be of the order of \((132 \cdot 131)/2\), or 8646, i.e., almost 27 times bigger. The local search ends when there are no more exchanges that can improve the current solution.

To fully specify the local search algorithm we need a procedure that defines how the neighborhood is searched and which neighbor solution replaces the current one. In the case of iterative improvement algorithms, this rule is called the *pivoting rule* [51], and examples of it are the *first improvement rule* (FIR) and the *best improvement rule* (BIR). With the former one, the algorithm moves to a neighboring solution as soon as it finds a better solution, while with the latter all neighbors are checked and the best one is chosen. In either case, the worst case running time of each iteration is bounded by \( O(n^2) \), where \( n \) is the number of elements of the neighborhood. In the next section we present a comparison between the FIR and BIR strategies, among other analysis.
5 Computational Results

In this section, computational results for the GRASPS implementation are given, and they are also compared with results obtained with the ORCA implementation, over the same real instances. All tests were run on a platform equipped with a Sun SPARC Ultra 60 processor running a Solaris 9 operating system at 450 MHz and with 1024 MB of RAM. Both GRASPW and ORCA were allowed to run for 1800 seconds on each instance.

5.1 Typical Instances

Usually, the real instances provided by Petrobras for the WDP consist of 22 wells, with 6 activities each, summing up 132 activities. The number of wells in an instance ranges from 17 to 29 and the number of activities of a well ranges from 2 to 12. Hence, the total number of activities of an instance may vary between 34 and 358 activities. The number of parts of wells, on the average, is $\frac{7}{6}$ of the number of wells, which gives around 26 parts of wells in an instance, on the average.

The resources are represented by boats and oil derricks. The number of boats in an instance ranges from 1 to 2, while the number of oil derricks ranges from 2 to 3. Hence, the number of resources in an instance may vary between 3 and 5.

The time horizon of the schedule is between a thousand to three thousand days.

To submit the implementations to tests, we chose 12 distinct instances. In order to reduce the amount of time spent in testing, in some experiments we used only 7 of these instances. We also chose 9 distinct instances where User Defined Sequences constraints (see Section 2) were not empty. As GRASP uses randomization in its algorithm, each instance was tested many times, and a medium of the runs were considered in the analysis.

5.2 Setting GRASPS Parameters

In Subsection 4.2 we presented the idea of a dynamic sized RCL, in which the number of candidates varies through time. There are two ways we could exploit the dynamic sized RCL: one in which we decrease the number of candidates through time, so that after a broader search, it would focus into a greedier heuristic; and other in which we increase the number of candidates through time, in order to drive away from a local optimum into new regions of the search tree. In the first case, the initial RCL size is set to $\max(13, w)$, $w$ being the number of wells, and is decreased by one every 300 seconds without improvement. In the second case, we start with $\max(5, w)$ for the initial RCL size and increase it at every 300 seconds without improvement. The first approach did not yield good results when applied to the WDP, generating the same or worse solutions than those found by GRASPS with a static sized RCL. However, the second approach proved promising. In Figure 5 we depict the algorithm behavior over two real instances of the WDP. Figure 5.a shows the algorithm with dynamic sized RCL generating better solutions after 150 thousand iterations, when the RCL is increased. The same happens in Figure 5.b after 50 thousand iterations. Amongst twelve scenarios tested, four had better solutions with the dynamic sized RCL, totalizing an increase in oil production of around 261 thousand barrels of oil. In the other eight scenarios,
the same solutions were found.

![Figure 5: Static Sized RCL x Dynamic Sized RCL.](image)

Another technique considered was to bias the selection towards some particular candidates, those with the highest oil yield, but this strategy did not produce good results. Amongst twelve instances tested, three had slightly worse solutions with such a bias function, totalizing a decrease of 40 thousand barrels of oil. Worse, with the bias function in place, the algorithm takes much more time to find the same solution than when no bias is used. Summing up all the differences in time of the twelve scenarios, we have that with the bias function the algorithm took 3431 more seconds to reach the same results. That is an average of 72% more time. Figure 6 shows that in two instances it took more than twice the time: 1269% (Figure 6.a) and 355% (Figure 6.b).

![Figure 6: No Bias Function x With Bias Function.](image)

We considered two options for searching the neighborhood and selecting a new neighbor: the first improvement rule (FIR) and the best improvement rule (BIR). We tested both of them in seven instances. The BIR proved to be better than the FIR when finding
solutions whose production was equal to a predefined target value with the least number of iterations (see Figure 7.a and Figure 8.a). On the average, to find a solution with a predefined production, the BIR strategy used about 60% of the number of iterations of the FIR strategy. On the other hand, the FIR strategy was faster in most instances (see Figure 7.b and Figure 8.b). On the average, to find a solution with a predefined production, the FIR strategy used 66% of the time used by the BIR strategy. On the average, a FIR iteration was almost seven times faster than a BIR iteration. Since to users running time was deemed important, the FIR strategy was found to better suit this problem.

5.3 Comparative Tests between the ORCA and the GRASPS Implementations

Our GRASPS implementation found better solutions than the ORCA implementation in all eleven real instances tested, and in one it found the same solution. GRASPS achieved 0.14% more oil production on the average which, despite being a small percentage, means an increase of almost one million barrels of oil in total. In fact, the highest gain with
GRASPS was certainly in running time. It found solutions with the same production of those generated by ORCA, on the average, in only 36.3% of the time used by ORCA on the same instances. Figure 9.a shows that the best GRASPS solution has a production 290 thousand barrels of oil higher than the best ORCA solution. Furthermore, GRASPS found a solution with the same oil production of the best ORCA solution within the first second, while ORCA found it only after the 2200 seconds. Similarly, Figure 9.b shows that the best GRASPS solution has a production of almost 200 thousand barrels of oil higher than the best ORCA solution. Moreover, again GRASPS found a solution with the same oil yield as the best ORCA solution within the first second, while ORCA found it only after 1000 seconds.

In nine tested scenarios where the User Defined Sequences constraints (see Section 2) were not empty, GRASPS found better solutions than ORCA in all of them. In one of them, ORCA could not find any solution, while GRASPS found one with about 26 million barrels of oil production. Comparing the other eight scenarios, GRASPS achieved 5.3% more oil production, on the average, which means an increase of around 4600 thousand barrels of oil, in total. In Figures 10 and 11 we present the results over four such instances. In all of them GRASPS was more effective than ORCA in finding solutions with the highest oil production.

In all accounts, GRASPS has proved to be a better algorithm than ORCA.

6 Conclusion

Solving scheduling problems efficiently is of paramount importance to the industry, in general. Petrobras, one of the leading companies on deep seas oil exploration, presented us the oil well drilling problem (WDP). In this paper, we contrast two approaches to the WDP: a constraint programming approach, named ORCA, with a GRASP implementation, dubbed GRASPS.

Computational experiments were conducted on several real instances of the problem. We concluded that GRASPS generates solutions with higher oil production than ORCA.
The results also prove that GRASPS outperforms ORCA, in the sense that it generates solutions with the same oil production in less time than ORCA.

It is worth mentioning that ORCA is built over the ILOG Constraint Programming suite, which consists of sophisticated constraint programming libraries, with more than a decade of development\(^6\). Moreover, this suite is highly expensive, costing Petrobras hundreds of thousands of dollars to acquire it, plus dozens of thousands dollars of maintenance per year. Therefore, using GRASPS, Petrobras may save these costs. Note, on the other hand, that the ILOG suite favours easiness of development, of maintenance and of understanding of the source code, in opposition to the GRASPS implementation, whose modifications demand much more effort to implement. Note also that ORCA results surpassed manual results.

---

\(^6\)See http://www.ilog.com
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