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Abstract

In this paper, we introduce an image processing operator called Image Foresting Transformation (IFT). The image foresting transformation maps an input image into a graph, computes a shortest-path forest in this graph, and outputs an annotated image, which is basically an image and its associated forest. We describe the application of IFT to region growing, edge detection, Euclidean distance transform, geodesic distance computation, and watershed transformation. All the operators are efficiently computed using the same IFT algorithm based on the same set of parameters by changing only their meaning and values. We also present a new interactive image segmentation paradigm based on the region growing operator and discuss other applications of the IFT for boundary-based object definition and shape-based interpolation.

1 Introduction

The use of graph in computer vision and image processing has been investigated for many years now. Its motivation stems from a solid theory with many efficient algorithms. As a consequence, various graph-based approaches have been proposed for image analysis [16], image coding [15], image registration [9], data clustering [25], border detection [23], object recognition [21], image retrieval [17], distance transform computation [20], etc. In most applications, either an image is thought as a graph or a graph is defined to describe the relationship among image objects. In this paper, we propose a graph-based framework suitable for both approaches.

We claim that a few graph-based formulations can be used to design many image processing operators. For example, most of the aforementioned applications can be efficiently handled using an unique optimum graph-search operator under different formulations. To prove that, we introduce the Image Foresting Transformation (IFT). The image foresting transformation maps an input image into a graph, computes a shortest-path forest in this graph, and outputs an annotated image, which is basically an image and its associated forest. Figure 1 shows a generic scheme of an image processing operator based on the IFT.
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The central idea is that most part of the problem is efficiently solved as a shortest-path forest problem, so the image processing operation itself becomes a simple task applied to the annotated image. This process works as follows.

Generically, we can think of an image as a weighted and oriented graph, where the pixels are the nodes of the graph and each ordered pair of adjacent pixels defines an arc. Different image processing operators may require different graph models. That is, different weight assignments and different adjacency relations. Alternatively, one can read image objects in place of pixels, but we will adopt a pixelwise description of the IFT in this paper. The weight assigned to each arc in the graph is a non-negative value computed based on local image properties. To compute a shortest-path forest in this graph, a set of roots (i.e. pixels) is selected together with a path-function, that defines a non-negative value between a root and a pixel at the end of a shortest-path from the root. From each root, simultaneously, we want to grow a shortest-path tree by assigning each pixel to the tree where its path-function value is minimum. To distinguish among trees, a label is assigned to each root and propagated to the rest of the nodes in its tree. Alternatively, rooted trees that belong to the same class can be grouped with the same label. At the end, each tree is a connected component within the image and the shortest-path forest is an optimum image partition. Finally, we create an annotated image by adding three new information for each pixel: a label that identifies its connected component within the image, its parent in the forest that leads the pixel to its correspondent root, and a path-function value that represents some global measurement for the underlying problem. At least one of these information should be relevant to complete the image processing operation.

This formulation has many advantages:

1. The IFT is a powerful tool to exploit local and global image properties and to design image processing operators;

2. It depends on the same shortest-path forest algorithm based on the same set of parameters. All we have to do is to change value and meaning of these parameters;

3. It can be computed in real time in most situations. This makes it viable to design user-assisted image processing operators;

4. One can build classes of a given operator by creating different annotated images;

5. IFT-based operators can be cascaded to build new operators;

We describe the IFT for region growing, edge detection, and distance transform in Section 2. The region growing operator allows simultaneous multiple object definition. It alone constitutes a new paradigm for interactive image segmentation. Different implementations of the edge detection operator have already been used in the past for interactive segmentation [8, 6, 7]. In fact, we are extending the main ideas reported in [8] to a general graph-based image processing operator. The distance transform operator allows fast and exact computation of the Euclidean distance transform.

Clearly, image segmentation is one of the main applications of the image foresting transformation. We could present many others IFT-based object definition operators in a single
Image Foresting Transform

...paper, and point out that there are repeated evidences in the literature as to how object
information improves image filtering [10], interpolation [18], registration [14], etc. However,
the aim of this paper is to show that IFT is more than an image segmentation operator. It
can be used to compute other types of image content, such as distance transforms, geodesic
distances and other image/object features.

We present a shortest-path forest algorithm to compute the IFT in Section 3. Since our
definition of path-function differs from the traditional sum of arc weights on the path, we
present some theoretical results that prove the optimality of IFT in Section 4. We discuss in
Section 5 the use of IFT for interactive image segmentation under both approaches, region-
based and boundary-based, shape-based interpolation [18], watershed transformation [2],
and geodesic distance computation [12]. Finally, we state our conclusions and discuss our
ongoing research on IFT in Section 6.

2 The Image Foresting Transformation

In this section we define terms and concepts that are used in the rest of the work.

Definition 1 An n-dimensional m-band digital image $I$ is a pair $(I, \vec{f})$ consisting of a finite
$n$-dimensional array $I$ of pixels and a director function $\vec{f}(p)$, that assigns to each pixel $p$ in
$I$ an $m$-dimensional scale-vector.

We call $I$ an $nDmB$ image, or simply an image. The scale-vector $\vec{f}$ in $I$ represents any
finite number of image properties. For example, in a colored image, $\vec{f}(p)$ can be defined as
a 6-tuple where the entries are the values of red, green, blue, and their respective gradient
magnitudes at pixel $p$.

Definition 2 Let the coordinates at the center of a pixel be an $n$-tuple of integers in $\mathbb{Z}^n$.
We define an adjacency relation $\rho$ in $\mathbb{Z}^n$ by considering all pairs of pixels $(p, q) \in I \times I$
satisfying $d(p, q) \leq R$, where $d$ is the Euclidean distance between $p$ and $q$, and $R$ is the
adjacency radius. In other words, an adjacency relation $\rho$ accounts for the $\rho$ closest pixels
to $p$ in $\mathbb{Z}^n$.

Figure 2 illustrates three types of adjacency relations for a 2-dimensional image. In
Figures 2a and 2b, the adjacency relation accounts for the four ($R = 1$) and eight ($R = \sqrt{2}$)
closest neighbors of a pixel, respectively. The adjacency relation showed in Figure 2c is less
common. It takes into account the twenty closest neighbors ($R = \sqrt{5}$) of a pixel. The
adjacency relation is then a way of defining local connectivity between pairs of pixels. In
some applications, however, we may want to make all pixels in the image adjacent to each
other.

Definition 3 An annotated image is an image together with an associated shortest-path
forest.

Definition 4 The Image Foresting Transformation (IFT) is a sequence of two consecutive
mappings $I \rightarrow G \rightarrow I_\alpha$, where $G$ is a graph defined in $I$ and $I_\alpha$ is an annotated image of $I$. 
Generically, we think of $I = (I, \bar{f})$ as a weighted and oriented graph $G$, where the pixels in $I$ are the nodes of the graph and each ordered pair $(p, q)$ of $p$-adjacent pixels in $G$ defines an arc. Figure 3a shows a 2-dimensional example of $G$ for $p = 4$.

**Definition 5** We define $w(p, q)$ a weight function that assigns a non-negative weight to each arc $(p, q)$ in $G$, corresponding to the penalty to go from $p$ to $q$.

Given a family $\mathcal{R} = \{R_1, R_2, \ldots, R_K\}$ of $K$ root sets (i.e., pixel sets) in $G$, we assign the same label $i$ to all roots of $R_i \in \mathcal{R}$, $i = 1, 2, \ldots, K$. From each pixel $r \in R_i$, we want to grow a tree rooted at $r$ by propagating label $i$ to all its nodes, such that each node in $G$ is assigned to only one tree. This process is based on the concept of path-function $\mathbf{pf}$ defined as follows.

**Definition 6** Let $< p_1, p_2, \ldots, p_l >$ be the path from a root $p_1$ to a pixel $p_l$ in $G$. A function $\mathbf{pf}(p_1, p_l)$ is a path-function if its domain is the set of ordered nodes on the path and $\mathbf{pf}(p_1, p_l) = \mathcal{F}(w(p_1, p_2), \ldots, w(p_{l-1}, p_l))$, for some non-negative non-decreasing function $\mathcal{F}$.

If $\mathbf{pf}$ is defined as:

$$\sum_{i=1}^{l-1} w(p_i, p_{i+1}),$$

the process described above outputs a shortest-path forest as proposed by Dial [5]. However, the restriction of defining $\mathbf{pf}$ as a non-negative non-decreasing function is sufficient to output a shortest-path forest in $G$ and we will prove that in Section 4. For the time being, we should just keep in mind that there are applications which require other types of non-negative non-decreasing path-functions.

The path-function $\mathbf{pf}(r, p)$ represents a penalty to go from a root $r$ to a node $p$ in $G$. Our aim is to assign $p$ to the tree rooted at $r$, where $\mathbf{pf}(r, p)$ is minimum. At the end, all nodes in the forest whose trees are rooted at the nodes in $R_i$ labeled $i$. We will have $K$ shortest-path forests in $G$, or simply a shortest-path forest. Figure 3b shows a 2-dimensional example of a shortest-path forest in the graph shown in Figure 3a for $\mathbf{pf}$ as in Equation 1 and $\mathcal{R} = \{\{a\}, \{f, g\}\}$. The label of each root in $\mathcal{R}$ is propagated to each node in $G$. The label and the path-function value for each node are shown in Figure 3b.

Let $K_r$ be the total number of roots $r_i \in \mathcal{R}$. Note that, each shortest-path tree $T_i$, rooted at $r_i$, $i = 1, 2, \ldots, K_r$ is a connected component in $I$ and the IFT computes an optimum partition of $I$ with $K_r$ connected components where:

$$\sum_{i=1}^{K_r} \sum_{p \in T_i} \mathbf{pf}(r_i, p)$$

is minimum. In Figure 3b, for example, this process results two connected components with label 2 and another component with label 1 forming an image partition with minimum penalty 21 according to Equation 2.
At the end, an $nD(m + 3)B$ annotated image $I_a = (I_a, \tilde{f}_a)$ is created, where $I = I_a$ and $\tilde{f}_a$ is an extension of the director function $f$ that includes three new information for each pixel: a label that indicates its connected component within the image, the parent of the pixel in the forest that leads the pixel to its corresponding root, and a path-function value that represents some global measurement for the underlying problem (see Figure 3b). These three new image properties describe the resulting forest and then the $IFT$ can be written as:

$$I_a = IFT(I, \rho, w, R, pf).$$  \hspace{1cm} (3)

At this point one can conclude that, to transform an image into a graph, we just need to think of pixels as nodes and use an adjacency relation to define the arcs. However, different adjacency relations will lead us to different graphs that represent the same image. Thus, what graph representation should we use for a given problem? The parameters of the $IFT$ are always the same, but their meaning and value change for different problems. Then, how should we choose them? Finally, how can we use this formulation to solve image processing problems?

Since the answers to the questions above depend on the underlying image processing operation, we will address them in the next sections by using three examples: region growing, edge detection, and Euclidean distance transform. In each example, we will be interested in one of the three new information created by the $IFT$. For region growing, we are interested in the labels assigned to each pixel. For edge detection, we are interested in paths between pixels, which are obtained based on the information about the parent of each pixel in the shortest-path forest. For distance transform, we are interested in the path-function value assigned to each pixel. We expect the reader will be able to extend the $IFT$ concepts to other examples afterwards.

2.1 Region growing

Images keep local properties between adjacent pixels that can be measured by computers with no problem. Unfortunately, the image content from the view point of the users is global. Users understand an image as a collection of regions where the similarity among pixels within the same region is high, according to some set of image properties (e.g. brightness, color, texture), and low between different regions. They also understand that groups of regions form objects in the image. Such global properties are much more difficult to be measured by computers without human help. This is probably the main motivation for interactive image segmentation.

In this section, we show how to exploit local and global similarities between pairs of pixels to find high similarity regions in the image. In section 5, we show how to use this result to build region-based object definition operators.

2.1.1 From image to graph

The goal of this section is to define arguments $\rho$ and $w$ from Equation 3, such that the graph constructed by the $IFT$ operator can be used to solve the region growing problem.
For region growing, we think of an image $I = (I, \bar{f})$ as a weighted and non-oriented graph $G$, where the pixels in $I$ are the nodes of the graph and each pair $(p, q)$ of $\rho$-adjacent pixels defines a non-oriented arc in $G$. We choose $w(p, q)$ as a non-negative function of $\bar{f}(p)$ and $\bar{f}(q)$, which is proportional to the degree of dissimilarity between $p$ and $q$. Three examples of $w(p, q)$ are:

$$\bar{f}(p) - \bar{f}(q),$$
$$k_1 \exp(-(g(p, q) - k_2)^2/k_3),$$
$$\sum_{x=1}^{m} |f_x(p) - f_x(q)|/m,$$

where $g(p, q) = \max_{x} \{f_x(t) + 2f_x(p) + f_x(v) - f_x(u) - 2f_x(q) - f_x(w)\}/4$ is computed based on a local neighborhood of $(p, q)$ (see Figure 4), $f_x$ is the $x$-th component of the $m$-dimensional scale-vector $\bar{f}$, and $k_1$, $k_2$, and $k_3$ are positive numbers.

Note that, one can think in various other functions, they will output different weighted graphs, and consequently, they provide different IFT results. We have not investigated yet the variety of combinations involving different image properties and weight functions for region growing. However, the weight function described in Equation 5 usually leads to better results than linear functions. It is less sensitive to noise and emphasizes better region boundaries with values of $g$ close to $k_2$ (i.e. assigns higher weights to arcs $(p, q)$ whose $g(p, q)$ is close to $k_2$).

The adjacency relation $\rho$ seems to have less influence on the result of region growing operations, but it is very important to guarantee correct results in other situations. An example is the correct computation of the Euclidean distance transform, as we will see in Section 3.

### 2.1.2 From graph to annotated image

In the previous section we determined arguments $\rho$ and $w$ that are used by IFT to reduce region growing to an equivalent shortest-path forest problem. In this section we define the other two arguments in Equation 3, i.e. $R$ and $pf$, which are then used to solve the equivalent shortest-path forest problem.

Figure 5a shows a gray-scale display of a $2D3B$ image whose $\bar{f}$ is composed by the main components, red, green, and blue. Suppose we want to detect the big dark pepper on the top of this figure. Then we should have at least a root inside it (with label 1, for example) and another root outside (with label 2). The roots selected inside are represented by white lines in Figure 5a, while black lines represent the roots selected outside. Roots selection can be manual or automatic, depending on our knowledge about the problem. In this case, we are using manual selection.

For region growing, we define the path-function $pf$ as

$$\max_{v \in \{1, 2, \ldots, l-1\}} \{w(p, p+1)\},$$

since the result of IFT, when using this definition for $pf$, matches the user expectation.
much better than if Equation 1 is used. Nevertheless, there may be other functions better
than this.

Figures 5b and c show the weight function at the horizontal and vertical arcs, using
\( \rho = 4 \), and \( w \) as in Equation 5. Here, brightness is inversely proportional to the weight
assigned to each arc. Figure 5d shows the result of extracting the big dark pepper by
region growing using \( \mathbf{p} / \mathbf{q} \) as in Equation 7. In this case, we are assuming the values of \( g \) (in
Equation 5) along the pepper’s boundary are close to \( k_2 = 100 \).

Alternatively, we could have set lower weights to arcs whose pixels have average color
close to red, and higher weights elsewhere. Since the big dark pepper in Figure 5a is red in
the original image.

In region growing, we say that a pixel is assigned to its most similar root in \( \mathcal{R} \), taking
into account all possible paths from all roots in \( \mathcal{R} \). That is, when we decide that a pixel
\( p \) belongs to the same tree rooted at \( r \), our decision is taking into account not only the
local dissimilarity between \( \rho \)-adjacent pixels, but also the dissimilarity between each pair of
\( \rho \)-adjacent pixels in the shortest-path from \( r \) to \( p \). Therefore, the path-function value is a
global dissimilarity measure in the image.

2.2 Edge detection

Given a pair of pixels \((p, q)\) on the boundary of an object in \( \mathbf{I} \), we can define an edge as a
“connected” and “oriented” curve from \( p \) to \( q \) made up of \( \rho \)-adjacent pixels on the boundary
of the object.

2.2.1 From image to graph

As before, in this section we specify the IFT arguments \( \rho \) and \( \mathbf{w} \), that are required to build
the graph formulation for the edge detection problem. For edge detection, we think of an
image \( \mathbf{I} = (I, \mathbf{f}) \) as a weighted and oriented graph \( \mathbf{G} \), where the pixels in \( I \) are the nodes
of the graph and each pair \((p, q)\) of \( \rho \)-adjacent pixels defines an oriented arc, from \( p \) to \( q \),
in \( \mathbf{G} \). We choose \( \mathbf{w}(p, q) \) as a non-negative function of \( \mathbf{f}(p) \) and \( \mathbf{f}(q) \), which represents the
cost of considering \((p, q)\) as an edge element.

As an example, the weight function \( \mathbf{w}(p, q) \) can be defined as

\[
k_1 \left( 1 - \exp(- (g(p, q) - k_2)^2 / k_3) \right),
\]

where \( g(p, q) = \max_{\mathbf{x}} (f_x(t) + f_x(u) - f_x(v) - f_x(w))/2 \) is computed using the neighborhood of \((p, q)\) shown in Figure 6, \( f_x \) is the \( x \)-th component of the \( m \)-dimensional scale-vector
\( \mathbf{f} \); \( k_1 \) and \( k_3 \) are positive numbers, and \( k_2 \) is a real number. If we wish to detect edge elements such that the gradient vector \( \nabla(p, q) \) points to the right side of \((p, q)\), as shown in
Figure 6, we should choose \( k_2 \) a negative number. That is, we assign lower weights to edge elements whose values of \( g \) are close to \( k_2 \). This will favor to detect edges with clockwise
orientation around the object of interest [8].

Analogous to region growing, there are many ways of defining weight functions that
lead to different IFT results. The work reported in [8] provides several examples of image
properties, weight functions, and training to detect 2-dimensional closed, connected and
oriented boundaries in medical images. These techniques, together with the general framework enabled by the IFT operator, could be a start point to further investigate weight functions amenable to region growing and edge detection.

2.2.2 From graph to annotated image

To detect an edge between two specified pixels \( p \) and \( q \) on the boundary of an object, we select \( p \) as a root, the path-function \( \text{pf} \) as in Equation 1, and compute a forest in \( \mathbf{G} \) of one tree rooted at \( p \). Note that in this case \( \mathcal{R} = \{ \{ p \} \} \). At the end, the path from \( p \) to \( q \) will be the shortest-path and its path-function value will represent the minimum cost value of considering this path an edge. Although both path-functions, suggested in Equations 1 and 7, result an optimum edge between \( p \) and \( q \), Equation 1 gives the best practical solution for edge detection.

Figure 7a shows a 2D1B image of a wrist obtained by magnetic resonance (MR). Since it is a gray-level image, we can define \( f_1 \) as brightness in Equation 8. Figures 7b and c show the average between the weight values assigned to up- and right-oriented arcs, and to down- and left-oriented arcs, respectively, for \( \rho = 4 \) and \( w \) as in Equation 8. Here, brightness is directly proportional to weight. Figure 7d shows a clockwise oriented edge computed, using \( \text{pf}(r, p) \) as in Equation 1, where \( r \) is a root and \( p \) a pixel selected on the boundary of the wrist. Among all possible paths within the image, there are two promising edges between the two points \( r \) and \( p \) selected on the wrist's boundary. The IFT-based edge detection takes the longer one, because it is a clockwise oriented edge. Orientation is a powerful information that should be considered during the design of boundary-based object definition operators.

Coming back to Figure 5a, we could also use Equation 8 to detect clockwise oriented edges on the boundary of the long bright pepper on the left side of this figure. But the same is not valid for the big dark pepper on the top of Figure 5a, because the direction of \( \mathbf{g} \) changes along its boundary. Unless, we assign lower weights to edge elements whose color on the right side is close to red, and higher weights elsewhere. In conclusion, we better define \( \mathbf{G} \) as a weighted and non-oriented graph for edge detection, if it is impossible to model the boundary orientation information.

2.3 Distance transform

Distance transform is a powerful transformation that assigns to object pixels in a binary image their distance to the background pixels. Figure 8a shows the Euclidean distance transform on a binary image, where the values assigned to each pixel are the squared distance values. Distance transform has several applications, such as skeletons, dilation, erosion, classification, interpolation, etc. However, despite the Euclidean distance be the most natural metric for those applications, the difficulty to implement efficient algorithms has conducted researches to other metrics, such as Chanfer, chessboard, and city-block.

The IFT can be used to compute the distance transform with different metrics. We have chosen the Euclidean distance transform in this section.
2.3.1 From image to graph

For distance transform, we think of a binary image as a weighted and non-oriented graph $G$, where the pixels are the nodes of the graph and each pair $(p, q)$ of $\rho$-adjacent pixels defines a non-oriented arc in $G$. As we will see in Section 3, the correctness of our Euclidean distance operator requires a special care in choosing $\rho$. For the time being, let’s just assume $\rho$ equal to 8 in the 2-dimensional case. The weight function $w(p, q)$ is defined as:

$$|d(r, p) - d(r, q)|,$$

(9)

where $r$ is a background pixel and $d$ is the squared Euclidean distance value. Since the weight function depends on a background pixel, the weight assigned to $(p, q)$ may be different for different background pixels. Figure 8b illustrates this situation for two background pixels $r_1$ and $r_2$. In this case, $w(p, q) = 3$ based on $r_1$ and $w(p, q) = 1$ based on $r_2$. Then which one should we use? The answer to this question is underway.

2.3.2 From graph to annotated image

We define the roots in $\mathcal{R}$ as the first layer of background pixels (see Figure 8a), such that $K$ is the number of pixels in this layer and each $R_i$, $i = 1, 2, \ldots, K$, has one of these pixels. Note that, only one of these roots will be the background pixel taken into account to compute $w(p, q)$ in Equation 9. By considering the possible displacement vectors from $p$ to $q$, for $\rho = 8$, the weight function $w(p, q)$ is represented as one of three vectors of positive increments $(dx(p, q), dy(p, q))$: $(0, 1)$, $(1, 0)$, or $(1, 1)$ (see Figure 9a). Thus the path-function $pf$ is defined as:

$$\left( \sum_{i=1}^{l-1} dx(p_i, p_{i+1}) \right)^2 + \left( \sum_{i=1}^{l-1} dy(p_i, p_{i+1}) \right)^2.$$

(10)

Therefore, all we have to do is to accumulate the displacements $dx$ and $dy$ in the path from a root $p_1$ to a node $p_l$ in order to evaluate at any time the path-function value at $p_l$ using Equation 10. Figure 9b shows two paths from a root $p_1$ to a node $p_4$ with the accumulated displacements to each node. Note that, the path $<p_1, p_2, p_3, p_4>$ where $pf(p_1, p_4) = 10$ is the one with the correct Euclidean distance. This is not the unique path, but the correct Euclidean distance is always obtained by finding a path where $pf$ is minimum, and this is what the IFT does.

3 Algorithm

**IFT algorithm**

Input: An $nDmB$ image $I$; an adjacency relation $\rho$ in $Z^n$; a non-negative weight function $w$ between $\rho$-adjacent pixels; a family $\mathcal{R}$ of labeled root sets; a non-negative non-decreasing path-function $pf$.

Output: An $nD(m + 3)B$ annotated image $I_a$. 

Auxiliary Data Structures: An nD array lb with the current label k of each pixel; an nD array pf with the current path-function value of each pixel; an nD array d indicating for each pixel, its current parent in the forest; a priority queue Q of pixels; a list L of pixels which have already been processed.

begin

1. set pf(p) to \( \infty \), lb(p) to 0, and d(p) to nil for all pixels \( p \in I \);
2. set pf(r) to 0 and lb(r) to its corresponding label for all labeled roots \( r \in \mathcal{R} \), and put r in Q;
3. while Q is not empty do
   a. remove a pixel \( p \) from Q such that \( pf(p) = \min_{p' \in Q} \{pf(p')\} \), and put \( p \) in L;
   b. for each pixel \( q \), such that \( (p,q) \) are \( \rho \)-adjacent pixels and \( q \not\in L \) do
      (i) compute \( tmp \) based on \( pf(p) \) and \( w(p,q) \), representing the path-function value to reach \( q \) passing through \( p \);
      (ii) if \( tmp < pf(q) \) then
           a. set \( pf(q) \) to \( tmp \), \( lb(q) \) to \( lb(p) \), \( d(q) \) to \( p \);
           b. if \( q \not\in Q \) then insert \( q \) in \( Q \) else update position of \( q \) in \( Q \);
      endif;
   endfor;
endwhile;
end

At the end, the three new bands in the annotated image \( I_a \) contains the values of the nD arrays lb, pf, and d, that represent the resulting forest.

There are some important observations about the implementation of the IFT algorithm.

Clearly, the bottleneck of the IFT algorithm is in maintaining the priority queue Q. Usually, we implement Q as a binary heap which should be sufficient to guarantee the efficiency of the IFT in most applications. However, one can also take advantage of other clever solutions that exist in the literature of network flows [1]. For example, in situations we have control over the maximum weight assigned to an arc in \( G \), Q can be maintained in linear time if we define it as in the Dial's implementation of the Dijkstra's algorithm. We can adopt this implementation of Q for all operators described in this paper (see [7]).

Since the minimum path-function value at a pixel is not unique, it is desirable to implement the priority queue Q with a \textit{first in first out} restriction for pixels with the same path-function value. For region growing, for example, if we have roots within a region of constant path-function value, a pixel will be assigned to the closest root in \( Z^n \).

An observation must be made as regarding to the correctness of the Euclidean distance transform using the IFT algorithm. For Euclidean distance transform, the success of the IFT can only be guaranteed if all roots in \( \mathcal{R} \) have access to all pixels in \( I \). Suppose, for
example, $\rho = 4$, a pixel $p$ and its 4-adjacent pixels $p_i, i = 1, 2, 3, 4$, and three roots $r_j, j = 1, 2, 3$, as shown in Figure 10. The roots $r_j, j = 1, 2, 3$ are equidistant to $p_i, i = 1, 2$. That is, $\mathbf{pf}(r_j, p_i) = 41, i = 1, 2, j = 1, 2, 3$, by Equation 10. Then, suppose $p_1$ is reached by $r_3$ and $p_2$ is reached by $r_2$ before $r_1$ reaches them. According to line 3.b.ii) of our algorithm, the path-function values in $p_1$ and $p_2$ are not updated by the time $r_1$ reaches them. Therefore, $p$ will be reached by either $r_2$ or $r_3$ with path-function value equal to 52. However, $r_1$ is its closest root with path-function value equal to 50. This does not happen for $\rho = 8$, but it is possible to find out other cases where the exact Euclidean distance transform does not work for $\rho = 8$ [4]. In our method, we just have to set the value of $\rho = 8$, as suggested by [4], as a function of the maximum Euclidean distance in the image and the IFT will output the exact Euclidean distance transform.

Note that, the IFT algorithm computes Euclidean distance values for pixels inside and outside the object, simultaneously. This is an advantage in some applications as we will see in Section 5. Alternatively, the Euclidean distance computation can be restricted into the object by inserting background pixels in the list $L$ beforehand.

4 The optimality of the IFT

For the edge detection operator, we have defined $R$ with a single set $R_1$ with a single root $r$ and $\mathbf{pf}$ as in Equation 1. In this case, the IFT algorithm becomes the well known Dijkstra’s algorithm [3] and the output forest contains a single shortest-path tree. By defining multiple roots in $R$ and the same path-function as in Equation 1, the IFT algorithm becomes the Dijkstra’s algorithm [5], which results a shortest-path forest. In this paper, we have extended the underlying concepts of the Dijkstra’s algorithm to claim that a shortest-path forest is guaranteed for any non-negative non-decreasing path-function $\mathbf{pf}$. This is proved as follows.

Lemma 1 Any non-negative non-decreasing path-function $\mathbf{pf}$ in the IFT algorithm can be transformed into a Dijkstra’s shortest-path function as defined in Equation 1.

Proof 1 Let $p \neq r$ be a pixel, $r$ a root, and path-function $\mathbf{pf}(r, p)$ the shortest-path estimate for path $r \leadsto p$. In the IFT algorithm, the only place the shortest-path estimate is updated is on line 3.b.ii). This operation aims at relaxing constraint $\mathbf{pf}(r, p_i+1) \leq \mathbf{pf}(r, p_i) + w'(p_i, p_{i+1})$, for some $w'(p_i, p_{i+1})$, by assigning a smaller value tmp to $\mathbf{pf}(r, p_{i+1})$. Given that this constraint is an invariant for the whole execution of the algorithm, we have at any time after the start of execution $\mathbf{pf}(r, p_{i+1}) = \mathbf{pf}(r, p_i) + w'(p_i, p_{i+1})$, for some node $p_{i+1}$ adjacent to $p_i$. If $\mathbf{pf}(r, p_i)$ is a non-negative non-decreasing path-function, then $\mathbf{pf}(r, p_{i+1}) - \mathbf{pf}(r, p_i) \geq 0$ is an invariant and thus $w'(p_i, p_{i+1}) \geq 0$ for all arcs in $G$.

Theorem 1 If $\mathbf{pf}$ is defined as a non-negative non-decreasing path function, then the IFT algorithm generates a shortest-path forest where each tree has a root in $R$.

Proof 2 First, we can create an artificial node $a$ in $G$ with one arc to each root $r \in R$ and assign weight $w(a, r) = 0$. We consider $a$ as the only root in the IFT algorithm. By Lemma 1, any non-negative non-decreasing path-function can be transformed into a
Dijkstra's shortest-path function in the IFT algorithm. Then, the IFT algorithm runs from a result the a shortest-path tree as in Dijkstra's algorithm. If we remove a from this tree, the result is a shortest-path forest where each tree has a root in $\mathcal{R}$.

Note that, by Theorem 1, the region growing and the Euclidean distance transform operators compute an optimum partition of $I$ (i.e. a shortest-path forest in $G$) according to Equation 2, where the path-function $pf$ is given by Equations 7 and 10, respectively.

5 Results

In this section, we discuss the use of the IFT for interactive image segmentation, shape-based interpolation, watershed transformation, and geodesic distance computation.

5.1 Interactive image segmentation

There are many segmentation tasks that require extensive user's help. In video composition, for example, a skilled user is often required to manually extract objects from an arbitrary background of a video sequence and include them in another sequence. This is an inaccurate and imprecise task that usually takes half of the total time for video production. In medical imaging, one can find many other examples of how laborious can be user assistance in image segmentation.

Image segmentation consists of two tightly coupled tasks - recognition and delineation. Recognition is the process of identifying roughly the whereabouts of a particular object in the image and delineation is the process of specifying the precise spatial extent of this object. While computer algorithms are very effective in object delineation, the absence of relevant global object-related knowledge is the main reason for their failure in object recognition. On the other hand, a simple user assistance in object recognition is often sufficient to complement this deficiency and to complete the segmentation process.

In the next sections, we show two ways of exploiting the superior abilities of human operators (compared to computer algorithms) in object recognition and the superior abilities of computer algorithms (compared to human operators) in object delineation to develop efficient interactive image segmentation methods.

5.1.1 Boundary-based object definition

In the past, we have presented four user-steered image segmentation paradigms for boundary-based object definition: live wire, live lane, 3D live wire, and live-wire-on-the-fly [8, 6, 7]. They represent different ways of using the IFT-based edge detection operator, and so different implementations. Their efficiency has been proven in several medical applications [24, 11, 22, 19]. We have also used the live-wire-on-the-fly segmentation paradigm in digital video processing applications. In this section, this segmentation paradigm is described under the IFT framework.

In live-wire-on-the-fly [7], a 2-dimensional boundary is a closed, connected, and oriented contour made up of oriented pixel edges. In fact, the graph $G$ is a little different from what
we have described here. The pixel vertices are the nodes of $G$ and each oriented pixel edge defines an arc in $G$. Since this is an implementation detail, we describe the method using the standard notation of the IFT for edge detection. Therefore, we say that a 2-dimensional boundary is a closed, connected, and oriented contour made up of edges, where each edge is a shortest-path in $G$ made up of oriented arcs between pairs of adjacent pixels ($\rho = 4$ or 8, where $\rho = 8$ output smoother boundaries).

To define a 2-dimensional object, the user first selects an initial point on the boundary of the object. For any subsequent point indicated by the cursor, an optimum edge from the initial point to the current point is found via IFT and displayed in real time (see Figure 11a). The user thus has a live wire on hand which is moved by moving the cursor. If the cursor goes close to the boundary, the live wire snaps onto the boundary (Figure 11b). At this point, if the live wire describes the object edge appropriately, the user deposits the cursor which now becomes the new starting point (Figure 11c) and the process continues this way until a close operation is requested by the user (Figure 11d).

Note that, object recognition is up to the user who selects points on the object's boundary and/or places the cursor close to the boundary while object delineation is computed by IFT.

5.1.2 Region-based object definition

In this section, we present a new interactive image segmentation paradigm for region-based object definition. This method represents one way of using the IFT-based region growing operator.

To define an object, the user draws roots with the same label inside the object (white line in Figure 12a) and roots with a different label in the background (black line in Figure 12a). The IFT propagates the labels splitting the image into two parts. The first part is composed by pixels which are more connected to the white roots (object) than to the black ones (background), and the other way around for the second part. The user verifies the result of this optimum image partitioning as shown in Figure 12b. By adding (or deleting) new roots inside (or outside) the object, the user can improve the previous results toward the complete object extraction (Figures 12c-f).

Again, object recognition is done by the user who draws roots inside and outside the object while object delineation is computed by IFT.

Note that, one can choose more than two labels to define multiple objects simultaneously. Moreover, the computation time of the IFT algorithm is about the same for different number of roots.

5.2 Shape-based interpolation

Three dimensional data created by tomographic medical imaging devices are usually presented as a sequence of 2D1B gray-level images (i.e. slices). The distance between the slices is typically greater than the distance between the pixels within the slices. An interpolation technique is often applied to convert the data into an isotropic volume with the same resolution in all three dimensions. With this aim, Raya and Udupa [18] have introduced
the shape-based interpolation which can be applied to segmented binary images. The main advantage of this approach is in situations where the user has to segment the object interactively in a slice-by-slice fashion. Interpolation before segmentation would make the user’s task even more difficult.

In shape-based interpolation, each binary slice is converted into a gray-level image, in which the gray value approximates the distance of the pixel to the nearest point on the boundary of the object. Positive values are assigned to pixels within the object and negative values to pixels outside. The intermediate binary slices are estimated by interpolating the distances and thresholding the result at zero.

Distance transform is often used to convert each binary slice into a gray-level image. The traditional approach is to invert the binary slices and combine both distance transforms for object and background. The usual metric is Chanfer’s distance. A better approach certainly is to compute the Euclidean distance values inside and outside the object at same time. This is what the IFT algorithm, as presented in Section 3, does. The values inside correspond to the Euclidean distance transform for the object and the values outside can be shifted to correspond the values of the Euclidean distance for the background.

Note that, shape-based interpolation is one example where two IFT operators, one for segmentation and the other for distance transform, are cascaded to build an image processing operation.

5.3 Watershed transformation

The watershed transformation [2] is a paradigm in morphological image segmentation. It is usually computed on gradient images from selected markers. When the markers are the regional minima of the gradient image, an over-segmentation problem appears due to the large number of markers. To overcome this problem, a reduced number of markers should be selected inside and outside the object. In situations where the markers are not the regional minima, the homotopy of the gradient image should be changed to impose the selected markers as the only regional minima. In [13], we showed that the watershed transformation is a particular case of the IFT, and in the IFT framework, there is no need to change the homotopy of the gradient image for arbitrary markers. In this section, we present this result by describing the watershed transformation in the IFT framework.

To compute the watershed transform, we think of an image as a weighted and oriented graph, where the pixels are the nodes of the graph and each pair of ρ-adjacent pixels defines an oriented arc. We choose \( w(p, q) \) such that the weight assigned to each arc \((p, q)\) is the morphological gradient \( g(q) \) computed at \( q \). That is, all incoming arcs to a pixel \( q \) have the same weight value \( g(q) \) (see Figure 13). Now, we define the path-function \( \mathbf{pf} \) as in Equation 7. In this case, the IFT is equivalent to the the watershed transform with the change of homotopy [13]. If the markers (i.e. labeled roots) are selected at the regional minima of the gradient image, the arc with the greatest weight along the shortest-path (as defined by Equation 7) will always be the last arc. In this case, the position of a pixel will never be updated in the priority queue of the IFT algorithm (see Section 3), and then, it can be reduced to the watershed algorithm using an ordered queue.
5.4 Geodesic distance

The geodesic distance transform has played an important role in the design of morphological operators [12]. Examples of applications are the geodesic skeleton by influence zones and interpolation from contour lines. In this section, we describe the geodesic distance transform under the IFT framework.

Figure 14 shows two examples in a binary image where we wish to compute the geodesic distance between two pixels $A$ and $B$. For that, we think of this image as an non-oriented graph $G$, where the pixels are the nodes of the graph and each pair $(p, q)$ of 8-adjacent pixels defines a non-oriented arc in $G$. We assign $w(p, q) = 1$ to all arcs, choose $A$ as the only root in $R = \{\{A\}\}$, and $pf$ as in Equation 1. By inserting background pixels in the list $L$ beforehand (see Section 3), a geodesic path from $A$ to $B$ is computed via the IFT algorithm (see solid line in Figure 14). There are multiple paths, but all of them with the same geodesic distance represented by the final path-function value at $B$.

Note that, the geodesic path is being defined here based on the chessboard metric. Its computation based on the IFT is very efficient. Figure 14 also shows the geodesic path from $A$ to $B$ (dashed line) based on the Euclidean distance. In this case, the appropriate IFT-based formulation has not be found yet.

6 Conclusions

We have introduced the image foresting transformation as a general approach to the design of image processing operators. There are some important characteristics of IFT that support this claim: (a) It is general enough to enable efficient solutions to a broad class of applications; (b) It hides the implementation details of the underlying graph algorithms into a single function, leaving the designer free to concentrate on the function arguments that are specific to his/her problem; (c) All image operators based on IFT can benefit from the most efficient graph-search algorithm available today, and any changes in such algorithm do not affect the other parts of the application that are specific to the problem.

The central idea of IFT is to translate an image processing problem into a shortest-path forest problem. We have described the IFT for region growing, edge detection, Euclidean distance transform, geodesic distance computation, and watershed transformation. All the operators are efficiently computed using the same IFT algorithm based on the same set ofparameters by changing only their meaning and values. We have presented a new interactive image segmentation paradigm based on the region growing operator and an efficient solution to compute the exact Euclidean distance transform.

Currently, we are pursuing the development of interactive image segmentation algorithms based on IFT and investigating the iterative use of IFT for multiscale image segmentation problems. Our goal is to design efficient indexing techniques for content-based image retrieval.
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Figure 1: A scheme of a generic image operator based on the image foresting transformation (IFT).
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Figure 2: Three examples of adjacency relations for 2-dimensional images. (a) $\rho = 4$, (b) $\rho = 8$, and (c) $\rho = 20$.
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Figure 3: A 2-dimensional example. (a) The graph $G$ for $\rho = 4$ and (b) a forest in $G$ created from the roots in $\mathcal{R} = \{\{a\}, \{f, g\}\}$ using $\text{pf}$ as in Equation 1.
Figure 4: A local neighborhood of two 4-adjacent pixels $p$ and $q$ that we use to compute $w(p, q)$ based on Equation 5.
Figure 5: Region growing by IFT. (a) Gray-scale display of a 2D3B colored image. The roots selected inside the big dark pepper on the top are represented by white lines, while black lines represent the roots selected outside. (b) and (c) The weight function at the horizontal and vertical arcs, respectively, by using $\rho = 4$, and $w$ as in Equation 5. Here brightness is inversely proportional to the weight assigned to each arc. (d) The result of extracting the big dark pepper using $pf$ as in Equation 7.
Figure 6: A local neighborhood of two 4-adjacent pixels $p$ and $q$ that we use to compute $w(p, q)$ in Equation 8, where $g(p, q)$ points to the right side of $(p, q)$.

Figure 7: (a) A 2D1B MR image of a wrist. (b) and (c) The average between the weight values assigned to up- and right-oriented arcs, and to down- and left-oriented arcs, respectively, for $\rho = 4$ and $w$ as in Equation 8. Here brightness is directly proportional to weight. (d) A clockwise oriented edge computed using $pf(r, p)$ as in Equation 1 where $r$ is a root and $p$ a pixel both selected on the boundary of the wrist.
Figure 8: (a) The Euclidean distance transform on a binary image, where the values assigned to each pixel are the squared distance values. (b) The weight assigned to an arc \((p, q)\) may be different for different background pixels.

Figure 9: (a) A vectorial representation for \(w(p, q)\) as one of three increment vectors \((dx(p, q), dy(p, q))\): \((0, 1)\), \((1, 0)\), and \((1, 1)\). (b) Two paths from a root \(p_1\) to a node \(p_4\) with the accumulated displacements to each node. Note that, the path \(<p_1, p_2, p_3, p_4>\) with \(pf(p_1, p_4) = 10\) is the one with the correct Euclidean distance.
Figure 10: A situation where the Euclidean distance transform might fail if $\rho = 4$. 
Figure 11: A digital video frame where a tennis player is the object of interest. (a) An optimum edge from an initial point selected on the boundary to the current position of the cursor. (b) An object edge is found by placing the cursor close to the boundary. (c) The delineation process after some points selected on the boundary. (d) The result of segmentation.
Figure 12: A digital video frame where a tennis player is the object of interest. (a) White line representing roots selected inside the object and black line representing roots selected in the background. (b) Result of segmentation from roots selected in (a). (c) New roots are added inside the object. (d) Result of segmentation from roots selected in (c). (d) Final set of roots selected inside and outside the object. (e) Result of segmentation from roots selected in (d).
Figure 13: Example for $\rho = 4$ of the arc weight assignment to build a watershed operator using the IFT framework. The weight assigned to each arc $(p, q)$ is the morphological gradient $g(q)$ computed at $q$. That is, all incoming arcs to a pixel $q$ have the same weight value $g(q)$.
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Figure 14: Two examples of geodesic path from $A$ to $B$ in a binary image.