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Abstract

The Object and Action Model (OAM) is well-known as an adequate paradigm to build fault-tolerant configurable distributed applications. The reconfiguration of an application depends on the construction of a consistent global snapshot of its global state. An atomic action that reads the states of all objects of the application is a simple and straightforward way to obtain such global snapshot, but reduces concurrency and interferes with the underlying computation. In the Process and Message Model (PMM) consistent snapshots can be constructed asynchronously by a component that passively receives process states. This paper presents OAM-based asynchronous global snapshot algorithms equivalent to PMM-based algorithms, built using a precedence relation defined for atomic actions. Arjuna, an object-oriented action-based distributed programming environment, has been used to implement these OAM-based global snapshot algorithms, allowing us to conclude that our approach is promising.

1 Introduction

The Object and Action Model (OAM) is well-known as an adequate paradigm to build fault-tolerant configurable distributed applications [3, 17]. In order to find out when an application can be reconfigured a consistent global snapshot [6] of its global state must be constructed. Informally, a global snapshot is “consistent” if it looks to the objects of the application as if it was taken at the same instant everywhere in the system. In the OAM, a straightforward way to obtain such a snapshot is to use an atomic action to read the states of all objects of the application, or at least of those that are relevant to the dynamic reconfiguration of the system. This synchronous solution, although very simple, reduces concurrency and interferes with the underlying computation. In contrast, in the Process and Message Model (PMM) consistent snapshots can be constructed asynchronously by a component that passively receives process states [1, 2, 13]. Fischer, Griffeth and Lynch [8] designed a global snapshot algorithm that is tailored for transaction-based systems, but
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their solution requires the duplication of the atomic actions of the application, the duplicate actions are used to obtain the global snapshots. In this paper we show algorithms for global snapshot that do not require such duplication.

In this work we have used the duality of OAM and PCM [15] as a starting point for a detailed study of the precedence relations used to build consistent global snapshot algorithms in the OAM and in the PMM. The study of the duality OAM-PCM motivated us to explore the correlations between control and communication mechanisms found in OAM and PMM. The study of the three models can yield interesting mappings between algorithms developed for each of the models. This paper presents the correlations we have devised for the precedence relations as a result of our study, it also presents OAM-based asynchronous global snapshot algorithms equivalent to PMM-based algorithms. The OAM-based algorithms were obtained through the application of our correlation to well-known PMM-based global snapshot algorithms.

The paper is structured as follows. Section 2 introduces the object and action model (OAM). Section 3 introduces the concepts necessary to define the notion of asynchronous consistent global snapshots in the OAM. Section 4 focus on the construction of the correlation between OAM and PMM. Section 5 is devoted to the description of OAM-based consistent global snapshot algorithms. Section 6 brings a concise view of the object-oriented distributed reconfiguration environment we have used to test the algorithms. Section 7 brings some concluding remarks and considers future research.

2 Object and action model (OAM)

A distributed application in the OAM is defined as a set of $n$ objects $(o_1, \ldots, o_n)$ that cooperate to compute and maintain relevant data. Every application object $o_i$ is an instance of an abstract data type and has an internal state $\sigma_i$ that represents the value of its attributes and relationships with other objects of the application and/or environment where it is embedded.

In the OAM, atomic actions are used to structure the computation of the application. The ACID properties of atomic actions (atomicity, consistency, isolation, and durability) provide a framework for building fault-tolerant applications. These properties allow the integrity of objects to be maintained in the presence of failures such as node crashes—fail silent nodes—and message loss [15, 17]. The implementation of the atomic action mechanisms imply that objects must be controlled by an action manager $m_i$ that assigns read/write locks to objects.

We assume that atomic actions are organized according to action structures [16] determined by the application. The basic action structure is a single atomic action. More complex action structures can be built using sequential and concurrent combinations of action structures. Atomic actions can be nested [12], in the sense that they can also be composed of atomic actions. Nested atomic actions increase the potential for concurrency, making it possible to execute inner actions concurrently, it also makes crash recovery easier [15]. Action structures can be further extended through the use of nested actions.

The action manager ensures that locks are assigned only to objects that are consistent
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Figure 1: Action manager protocol

with respect to atomic actions. Usually, we say that locks are assigned to objects, but in this text, to avoid ambiguity, we say that locks are assigned to object states. Figure 1 shows the interaction pattern between an atomic action of a sequential action structure and the action manager of an application object. In this paper, we consider object states visible only after the commit of top-level actions.

Action structures notation

This Section introduces the notation used throughout the paper to present the correlation between OAM and PMM, and global snapshot algorithms.

We enumerate object states visible after commit of atomic actions, the enumeration creates a state history of an object, say \( o_i, h_i = (\sigma^0_i, \sigma^1_i, \ldots) \).

An atomic action \( a \) acquires read/write locks on a set of object states during its execution. We define a function Action that when applied to object states returns the action that promoted the object to that state. We define the following functions to refer to subsets of object states:

- \( LockR(a) \) — object states read-locked by \( a \);
- \( LockW(a) \) — object states write-locked by \( a \);
- \( LockRW(a) = LockR(a) \cup LockW(a) \);
- \( Out(a) \) — object states promoted by \( a \).

The execution of an application is represented by a diagram similar to the space-time diagram used traditionally in the PMM [1, 13] (Figure 2). In the diagram, horizontal lines represent sequential action structures with time flowing from left to right. Parallel horizontal lines represent concurrent action structures, which may fork or join depending on the global
action structure determined by the application. Atomic actions are represented by vertical bars. Object states that appear only at the left of a vertical bar (atomic action) represent read-locked objects, whereas object states that appear on both sides of the line represent objects write-locked by the atomic action.

3 Consistent global snapshots

The definition of consistent global snapshots for the OAM requires the mapping of the notion of casual precedence and consistent cuts from the PMM to their OAM equivalents. These concepts, once re-interpreted from within the OAM, are going to serve as the building blocks of the correlation used to map PMM-based asynchronous global snapshot algorithms into their OAM equivalents.

**Structural precedence** An action structure is a graph where nodes are atomic actions and two pair of nodes, say \( a \) and \( a' \), are joined by an edge if \( a \) must happen before \( a' \), as determined by the application semantics. An atomic action \( a \) precedes structurally \( a' \) if there is a path from \( a \) to \( a' \) in the graph. Two actions, say \( a \) and \( a' \), maintain a direct structural precedence when \( a \) precedes structurally \( a' \) and there is no other atomic action, say \( a'' \), so that, \( a \) precedes structurally \( a' \) and \( a' \) precedes structurally \( a'' \).

**Dynamic precedence** We establish a dynamic precedence relation between atomic actions that is analogous to the happens before binary relation defined by Lamport [11]; henceforth abbreviate as precedence.
Definition 3.1 Precedence between atomic actions: \( a \prec a' \)

1. \( a \prec_S a' \), or
2. \( \text{Out}(a) \cap \text{LockRW}(a) \neq \emptyset \), or
3. \( \text{LockR}(a) \cap \text{LockW}(a) \neq \emptyset \), or
4. \( \exists a'' : (a \prec a'') \land (a'' \prec a') \).

The first part of the definition covers the case of a possible causal relationship between atomic actions, as implied by the action structure. As an example, consider atomic actions \( a \) and \( b \) (Figure 3); although they involve disjunct sets of objects, their structural precedence may relate them casually.

The second part deals with a situation where an action reads an object state produced by another atomic action. In this case, we say that the former action precedes the latter. In Figure 3, action \( e \) reads state \( \sigma_1 \) produced by action \( a \), so we can conclude that \( a \prec e \).

The third part addresses the case when an action reads an object state promoted (written) by another action, the first one precedes the second one. In Figure 3, action \( e \) reads state \( \sigma_3^1 \) before action \( b \) promotes \( o_3 \) to \( \sigma_3^2 \). Thus, \( e \prec b \), although there is no causal relationship between \( e \) and \( b \).

The last part covers transitive precedence. In Figure 3, we can infer that \( e \prec b \), and \( b \prec c \), thus \( e \prec c \).

Definition 3.2 Concurrence between atomic actions: \( a \parallel a' \)

- \( (a \not\prec a') \land (a' \not\prec a) \)

We say that two atomic actions are concurrent if there are no precedence relations between them. In Figure 3 we can see that \( a \parallel d \) and \( b \parallel g \).

3.1 Consistent cuts

A cut \( C \) is the set of atomic actions formed by considering initial prefixes of action structures:

\[ (a \in C) \land (a' \prec_S a) \Rightarrow (a' \in C) . \]

A cut \( C \) is consistent if, for every pair of actions, the following relation is valid:

\[ (a \in C) \land (a' \prec a) \Rightarrow (a' \in C) . \]

In Figure 3, cuts are represented by dotted lines. Cut \( C_1 \) is inconsistent because \( (e \in C_1) \) and \( (a \prec e) \), but \( (a \not\in C_1) \); \( C_2 \) is a consistent cut.

We can associate a global state \( \Sigma = (\sigma_1^1, \ldots, \sigma_n^m) \) to a cut \( C \) using the following rules:

\[ \forall i \in \{1, \ldots, n\}, \forall a \in C : \]

\[ \iota_i = \max(\alpha : \sigma_i^\alpha \in (\text{Out}(a) \cup \text{LockR}(a))) \]

using \( \iota_i = 0 \), if the set is empty. In Figure 3 we have \( \Sigma_1 = (\sigma_1^2, \sigma_2^0, \sigma_3^1) \) associated to \( C_1 \) and \( \Sigma_2 = (\sigma_1^1, \sigma_2^0, \sigma_3^1) \) associated to \( C_2 \).

Every cut is associated with only one global state, while the converse may not hold, since it is possible that atomic actions acquire read locks only. A global state \( \Sigma \) is guaranteed to be consistent if, and only if, it is associated with a consistent cut.
3.2 Lattice of global states

The lattice of global states of an application represents the set of all sequential executions that conform to the dynamic precedence relation. Figure 4 is a graphical representation of the lattice of global states associated with Figure 3. The execution of each atomic action is represented by $\Sigma^{1,2,3}$ where $i_{1,2,3}$ represents the global state associated with objects $o_1$ to $o_3$.

The use of global state lattices can be useful in two situations: (i) verifying a posteriori that the dynamic reconfiguration procedure has been applied and the maximum/minimum number of atomic actions executed until the reconfiguration action was executed, (ii) there are predicates whose validity cannot be asserted unless the lattice of global states of an application is constructed. For example, when debugging a system we may wish to monitor the lengths of two queues, and notify the user if the sum of the lengths is larger than some threshold. If both queues are dynamically changing, the predicate corresponding to the desired condition is not stable. In this case, the only solution is to evaluate the predicate using the lattice of global states [1].

4 Flow of precedence data in the OAM

In the PMM, the channels used to transmit the information (data) necessary to construct global states are maintained by each process of the application and exchanged through asynchronous message passing. This Section analyses objects and actions to determine where and how the transmission of the precedence data necessary to build global states occurs in the OAM.

In the OAM, the communication channels available for the transmission of data between objects are object states and action structures (application). Unfortunately, these channels do not allow the exchange of all precedence information needed to build consistent global snapshots. Definition 3.1, part 3, allows the construction execution scenarios where
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Begin
\[ R \leftarrow \emptyset; \quad W \leftarrow \emptyset; \]
\[ \phi(a) \leftarrow \max(\phi(a') | a' \prec_S a); \]

Read\_lock\((i)\)
\[ \phi(a) \leftarrow \max(\phi(o_i), \phi(a)); \]
\[ R \leftarrow R \cup \{i\}; \]

Write\_lock\((i)\)
\[ \phi(a) \leftarrow \max(\phi(m_i), \phi(a)); \]
\[ W \leftarrow W \cup \{i\}; \]

Commit
if \( W \neq \emptyset \)
\[ \phi(a) \leftarrow \text{inc}(\phi(a)); \]
\[ \forall i \in W \text{ do } \phi(o_i) \leftarrow \phi(a); \]
\[ \text{Unlock}(i)_{i \in R} \quad \phi(m_i) \leftarrow \max(\phi(m_i), \phi(a)); \]
\[ \text{Unlock}(i)_{i \in W} \quad \phi(m_i) \leftarrow \phi(a); \]

Figure 5: Flow of precedence data in the OAM

an action precedes another but communicating the precedence data is impossible, if only
the above mentioned channels are available. To fix this problem, we add communication
channels to the action managers (Theorem 4.1).

The algorithm depicted in Figure 5 shows the modifications made to the atomic action
primitives so that information is transmitted in accordance with the precedence relations.
Actions, objects and action managers keep precedence data, denoted by \( \phi(a) \), \( \phi(o) \) and
\( \phi(m) \). Additionally, \( \phi(\sigma) \) denotes the value of \( \phi(o) \) in state \( \sigma \). Furthermore the precedence
data, each atomic action maintains two auxiliary variables, say \( R \) and \( W \), that accumulate
the object identifications (OIDs) of objects locked during their execution. Precedence data
percolates through the action structures. Action managers and atomic actions exchange
precedence data by piggybacking them in the invocations of lock and unlock operations.
Finally, atomic actions propagate precedence data through object states.

The following theorem proves that our algorithm is consistent with the precedence re-
lation between atomic actions.

**Theorem 4.1** Let \( a \) and \( a' \) be atomic actions and \( \phi \) be precedence data propagated using
the algorithm depicted in Figure 5. In this case, we have:
\[ a \prec a' \Rightarrow \phi(a) \leq \phi(a') \]

**Proof** When the precedence relation \( (a \prec a') \) holds, it can be expanded as:
\[ a = a_0 \prec a_1 \prec \cdots \prec a_p = a' \quad p \geq 1 \]
where each relationship \( a_k \prec a_{k+1} \) \((0 \leq k < p)\) is due to (1), (2) or (3) (Definition 3.1). We
prove by induction on the size of the sequence that \( \phi(a) \leq \phi(a') \).

**Base** \( p = 1 \)
\[ a = a_0 \prec a_1 = a' \]
We analyze cases (1), (2) and (3) of Definition 3.1:
1. \( a_0 \prec_S a_1 \)

In the Begin step, \( \phi(a_1) \) is initialized so that \( \phi(a_0) \leq \phi(a_1) \). Next, the other steps apply to \( \phi(a_1) \) only an arbitrary number of maximum functions, and zero or one increment functions. Thus, \( \phi(a_0) \leq \phi(a_1) \).

2. \( \text{Out}(a_0) \cap \text{LockRW}(a_1) \neq \emptyset \)

For each object state \( \sigma \), \( a_1 \) reads from \( a_0 \), we know at the commit of \( a_0 \) that \( \phi(a_1) \leftarrow \phi(a_0) \) (so, \( \phi(\sigma) = \phi(a_0) \)) and \( \phi(m) \leftarrow \phi(a_0) \). Besides, if \( \sigma \in \text{LockR}(a_1) \), then from \( \text{ReadLock} \) step we have \( \phi(\sigma_1) \leq \phi(a_1) \). Otherwise, \( \sigma \in \text{LockW}(a_1) \), and then from the \( \text{WriteLock} \) step we have \( \phi(m) \leq \phi(a_1) \). In this case, \( \phi(m) \) might have been changed by the Unlock step of other atomic actions that read \( \sigma \).

3. \( \text{LockR}(a_1) \cap \text{LockW}(a_1) \neq \emptyset \)

For each \( \sigma \), read by \( a_0 \) and promoted by \( a_1 \), we know that \( \phi(a_0) \leq \phi(m) \), if and only if \( a_0 \) has Committed. Furthermore, from the \( \text{WriteLock} \) step of \( a_1 \), we know that the value of \( \phi(m) \) has been incorporated into \( \phi(a_1) \). Thus, \( \phi(a_0) \leq \phi(a_1) \). In this case, because the value of \( \phi(a_1) \) is computed with the invocation of one or more maximums and, at last, one increment function, we have \( \phi(a_0) < \phi(a_1) \).

**Step** Assume the hypothesis holds for a sequence of size \( p \). We are going to prove it holds for a sequence of size \( p + 1 \). We have:

\[
\bar{a} = a_1 \prec a_2 \prec \cdots \prec a_p \prec a_{p+1} = a'
\]

We have assumed \( a_p \prec a_{p+1} \) not due to transitivity. We can, therefore, apply the base of the induction and conclude that \( \phi(a_p) \leq \phi(a_{p+1}) \). Hence, \( \phi(a) \leq \phi(a') \).

**Theorem 4.2** Let \( \sigma \) and \( \sigma' \) be object states, and \( \text{Action}(\sigma) \) and \( \text{Action}(\sigma') \) the atomic actions that produced them. Let \( \phi(\sigma) \) and \( \phi(\sigma') \) be the control information associated with the object states, propagated using the algorithm depicted in Figure 5. In this case, we have:

\[
\text{Action}(\sigma) \prec \text{Action}(\sigma') \Rightarrow \phi(\sigma) < \phi(\sigma')
\]

**Proof** We know from the proof of Theorem 4.1 that \( \phi(\sigma) \leq \phi(\sigma') \). Additionally, from step (3) of the base of induction of Theorem 4.1, we have already shown that, when an action promotes a state, its precedence data is strictly greater than its predecessors. Thus, considering transitivity, we have \( \phi(\sigma) = \phi(\text{Action}(\sigma)) < \phi(\text{Action}(\sigma')) \).

\( ^{1}\)Note that the algorithm guarantees that state of the manager \( \phi(m) \) remains monotonically crescent even in the presence of atomic actions that write-lock object \( a \), since, in the WriteLock step, we can assure that \( \phi(m) \leq \phi(a) \) and, in the Unlock step, \( \phi(m) \) is assigned the value of \( \phi(a) \), that may have been increased, but not decreased.
In this Section, we describe the software architecture of the monitoring system used to explain the OAM-based global snapshot algorithms of the Section: time-stamps and vector-clocks. These algorithms have been obtained through the application of the correlation between OAM and PMM (Section 1) and the algorithm for transmission of precedence data (Section 4) already described.

The external observer that builds consistent global states asynchronously is called the photographer. It receives object states from the application through reliable FIFO channels. The photographer is passive, that is, it waits for object states to be passed on to it instead of actively probing the application.

5.1 Time-stamps

The first algorithm to be mapped uses a natural number as precedence data. We denote this natural number by LC, in allusion to logical clocks [11]. The maximum and increment functions are used with their usual meaning.

In Figure 6, we present the same scenario introduced in Figure 3, adding time-stamps (in brackets) to atomic actions. We also add the photographer’s view of each object, by showing the sequence of states and its time-stamps in each row of the table. Dotted lines indicate the global states \(\Sigma_1\) and \(\Sigma_2\) related, respectively, to cuts \(C_1\) and \(C_2\).

As in the PMM version, LC is consistent with the precedence relation but it does not characterize it [1, 13]. This means that the reciprocal of Theorem 4.2 is not always
valid, that is, if $LC(\sigma) < LC(\sigma')$ we cannot derive whether $Action(\sigma) < Action(\sigma')$ or $Action(\sigma)\parallel Action(\sigma')$. In Figure 6, we can see that $b < c$ and $g||c$ although $LC(b) = LC(g)$. $LC(\sigma) < LC(\sigma') \not\Rightarrow Action(\sigma) < Action(\sigma')$

In the PMM, if two process states have the same LC, they are definitely concurrent. In OAM, however, they can be the result of the same atomic action or of concurrent ones. In Figure 6 we have that $LC(\sigma_1^2) = LC(\sigma_3^2) = LC(\sigma_3^3)$ and $\sigma_3^3$ was promoted by an atomic action concurrent to the one that promoted $\sigma_1^2$ and $\sigma_2^3$. The photographer must have a conservative approach and incorporate all object states with the same LC in a single step to ensure that a consistent global snapshot is obtained.

Given a pair of object states $\sigma_a^\alpha, \sigma_b^\beta$ with $LC(\sigma_a^\alpha) \leq LC(\sigma_b^\beta)$, the photographer is unable to tell whether there exists some state $\sigma_i^\delta$ such that $LC(\sigma_a^\alpha) \leq LC(\sigma_i^\delta) \leq LC(\sigma_b^\beta)$. This problem is analogous to the well-known PMM gap-detection problem [1]. In the PMM, the solution to this problem is possible only if we consider information in addition to the logical clock values: communication channels are FIFO. Once again, in the OAM, the photographer must be conservative, by sometimes waiting for the next state of an object to be delivered before incorporating its previous state to a consistent global snapshot. The photographer uses the following formula to determine a consistent global snapshot $\Sigma$:

$$\forall \sigma_a^\alpha, \sigma_b^\beta \in \Sigma : LC(\sigma_a^\alpha) \leq LC(\sigma_b^\beta) \lor LC(\sigma_a^\alpha) < LC(\sigma_b^{\beta+1})$$

In the PMM, the speed of snapshots construction is limited by the slowest process. In absence of failures, we assume that a process stops execution just after notifying the photographer. In the OAM, however, it is acceptable that one object enters a state and remains in this state for a long time, possibly infinite, making it impossible for the photographer to build a new snapshot during this period. This fact makes the OAM-based timestamp algorithm less attractive to build consistent global snapshots than in the PMM.

For an example, assume the photographer has received states $\sigma_1^2$ and $\sigma_3^3$, but not $\sigma_2^3$, as depicted by $\Sigma_1$. It will not be able to build a consistent global snapshot involving $\sigma_1^2$ and $\sigma_3^3$ before it receives $\sigma_2^3$. However, as soon as it receives $\sigma_2^3$, it can build a consistent global snapshot because all the logical clocks have the same value. On the other hand, when the photographer has $\sigma_1^2, \sigma_2^3, \sigma_3^3$, since $LC(\sigma_1^2) = LC(\sigma_2^3) = 3 < LC(\sigma_3^3) = 4$, the photographer must wait for further information from both $o_1$ and $o_2$ in order to build consistent global snapshot $\Sigma_2$.

5.2 Vector clocks

The second algorithm uses precedence data that carries information about all the object states produced by preceding atomic actions. This information is organized as a vector clock $VC$, with one entry for each object of the application. We should redefine the maximum and increment functions in order to specialize the basic algorithm presented in Section 4.

$$VC \leftarrow \max(VC_a, VC_b) \equiv \forall i : 1 \leq i \leq n :$$

$$VC[i] \leftarrow \max(VC_a[i], VC_b[i])$$

$$\text{inc}(VC) \equiv \forall i \in W : VC[i] \leftarrow VC[i] + 1$$

Figure 7 depicts the vector clocks assigned to atomic actions and object states (in square brackets), using a representation similar to the one of Figure 6.
From one perspective of dynamic reconfiguration, it is useful to abstract a distributed program as the superposition of two reactive programs: an application program and a monitoring program [3]. The application program implements functional aspects of the distributed program, the monitoring program implements the dynamic reconfiguration policies (Figure 8).
Dynamic reconfiguration policies can be expressed as guarded actions (predicates) of the form \textit{condition-action}, with conditions being implemented by methods called sensors. Actions are implemented by application methods called actuators (Figure 8). Consistent evaluation of guarded actions is meaningful only if it takes place against consistent global snapshots of the state of the application objects [1]. In the architecture of the dynamic reconfiguration system the \textit{photographer} is the component responsible for guaranteeing that consistent global snapshots are available to the monitor (Figure 8).

From another perspective, the activity of the dynamic reconfiguration monitor can be seen as the processing of metainformation. The metainformation required for dynamic reconfiguration can be categorized as \textit{structural} and \textit{control} metainformation [3]. In an object-oriented system, classes and their relationships (inheritance, aggregation, and association) represent structural metainformation. Information concerning the states objects pass through during their execution is considered control metainformation; state transition diagrams can be used to represent this metainformation.

### 6.1 Experimental Environment

The dynamic reconfiguration system we have built derives its architecture from the perspectives drawn above and, thus, contains a subsystem for the management of each of the categories of metainformation. In the system, Stabilis (Figure 9) is responsible for the management of structural metainformation, and Vigil is responsible for the control metainformation. Stabilis and Vigil [3, 4] implement the mechanisms necessary to carry out dynamic reconfiguration of distributed applications based on object and atomic actions. Both systems have been built upon Arjuna [14], an object-oriented programming system which implements the mechanisms responsible for atomic actions, distribution, persistence, and
replication of objects (Figure 9). The programming language adopted by the systems is C++.

<table>
<thead>
<tr>
<th>Programming Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arjuna</td>
</tr>
<tr>
<td>(Atomic Actions, Replication, Persistence, Distribution)</td>
</tr>
</tbody>
</table>

Operating System

Figure 9: Dynamic reconfiguration system

Figure 10 shows how to build a distributed program using Stabilis and Vigil. The first step a programmer has to follow is the creation of an object model, divided in structural and control submodels. Statecharts [9] are used to represent control models. These submodels are captured and stored in repositories maintained by Stabilis and Vigil. This metainformation is used to generate part of the C++ code of both application and control programs. Subsequently, both programs are compiled and their object code is linked with code in the libraries of Arjuna, Stabilis, and Vigil (Figure 10). During the execution of the distributed program, the objects of the application program are constantly monitored by the objects of the control program. Changes in the state of the application program are constantly monitored by the objects of the control program. Changes in the state of the application program generate stimuli that trigger the execution of guarded actions, that is, reactions, in the monitor. Reactions cause further state changes in the application.

The architecture depicted in Figure 8 has been integrated into the dynamic reconfiguration system. The photographer implements the OAM-based algorithms described in this paper to build consistent global states using the object states received from the application. We have implemented the reliable channels between the photographer and the application program using Stabilis. This solution is simple, but costly. A more efficient approach would be to alter some classes of Arjuna in order to implement reliable channels using objects states maintained in stable memory by the atomic action protocol.

6.2 An example

We have implemented a variation of the Evolving Philosophers Problem [10] using the algorithms and the reconfiguration software architecture described. The Evolving Philosophers is an extension of the traditional Dining Philosophers [7]. Philosophers are arranged in rings with neighboring philosophers sharing a fork between them. A philosopher is either thinking, hungry or eating. To move from hungry to eating a philosopher must acquire both his left-hand and right-hand forks. To solve this problem is essentially to design a program to adjudicate conflicts: neighboring philosophers do not eat simultaneously and hungry philosophers eat eventually, given that no philosopher is allowed to eat forever.

Chandy and Misra [5] describe the behavior of the diners as follows: “A fork is either
Figure 10: Implementation process
clean or dirty. A fork being used to eat with is dirty and remains dirty until it is cleaned. A clean fork remains clean until it is used for eating. A philosopher cleans a fork when mailing it (he is hygienic). An eating philosopher does not satisfy requests for forks until he has finished eating.”

In the Evolving Philosophers, philosophers are born, live and die without disturbing the lives of the other philosophers. In this variation, dynamic reconfiguration procedures must guarantee that rings of philosophers grow or shrink in a manner that is consistent with the correctness of the dining philosophers problem, that is, absence of starvation and deadlocks.

Each philosopher acts as a autonomous program with its own application and control. The application program, not shown here, is very simple, it implements the functions related to a philosopher’s thinking activity and the sensors responsible for signalling the transitions from thinking to hungry and from eating to thinking (Figure 11). The fragment of the control program (guarded actions) shown below:

\[
T_{\text{Hungry\_Eating}} \equiv (\text{left\_fork(RIGHT\_NEIGHBOR)} \land \text{right\_fork(LEFT\_NEIGHBOR)}) \\
\{ \text{set\_dirty(left\_fork)}; \text{set\_dirty(right\_fork)}; \}
\]

is responsible for the implementation of the transition from hungry to eating (Figure 11). The transition contains sensors and actuators that depend on the state of forks shared by this philosopher with its left and right neighbours. To validate this guarded action the monitoring program has to have access to the state of three objects: the philosopher himself and the two forks adjacent to him. Thus, the only way to guarantee a correct reaction is to assess the guarded action against a consistent global snapshot. This simple example presents evidence for the need of the algorithms developed so far.

7 Conclusion

Algorithms for obtaining consistent global snapshots are useful aid in a vast class of problems that can be formulated as the evaluation of a predicate over the global state of an application. In particular, dynamic reconfiguration of distributed systems can benefit from such algorithms to guarantee that reconfiguration occurs adequately.
There are many algorithms for the construction of consistent global snapshots in the Process and Message Model (PMM). In the Object and Action Model (OAM), it is also possible to obtain a consistent global snapshot, but the solution adopted usually involves the execution of a checkpoint atomic action that has lock all objects of the application, making the operation synchronous and costly. To the best of our knowledge, the consistent global snapshot algorithm proposed by Fischer et al. [8] is the only OAM-tailored asynchronous consistent global snapshot algorithm found in the technical literature. Despite being asynchronous, it demands the duplication of the action structure of the application for the construction of the consistent global snapshot, which makes it less efficient than ours.

In this paper, we have developed a correlation between PMM and OAM. To illustrate the practicality of the correlations found, we have used them to reason about and create OAM-based consistent global snapshots algorithms similar to PMM ones. We have implemented the OAM-based versions of vector clocks, and have used them as the basis for the implementation of a reconfiguration system. Next, we have assessed the algorithms by implementing the Evolving Philosophers’ Problem [10].

The evidences derived from our experiments allow us to conclude that our approach to the construction of asynchronous consistent global snapshots in OAM is promising. It seems that our approach to map algorithms is general in the sense that it can be used to map into the OAM algorithms based upon the PMM.

We are now working on the development of a distributed programming environment based on Guaraná (http://www.dcc.unicamp.br/~oliva), a flexible reflexive architecture designed to ease reconfiguration and reuse of meta-level objects. This architecture has been implemented in a modified Java² virtual machine, based on Kaffe (a Free Java interpreter).
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