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Abstract

The Statechart notation was devised for specifying complex behaviour of reactive systems. The gap between a behaviour described in terms of Statecharts and its implementation, however, is still very large due to its intricate semantics and its main purpose as specification language. In order to overcome this gap we propose a new technique which frees the programmer from the subtle and error-prone activity of mapping a specification into an implementation. The technique is centred upon a reactive kernel.

The reactive kernel consists of an invariant engine which interprets statechart specifications. Actions are supplied in terms of a set of subroutines in C. The engine invokes these subroutines at proper instants during the application execution as a reaction to particular events. The reactive kernel implementation is the major issue of this paper. In order to exemplify our proposal the behaviour of a toy application is employed.

*Project that deals with the development (specification and implementation) of computer-human interfaces. It is supported partially by CNPq and FAPESP. Just as a curiosity: the 22nd letter of the greek alphabet (Χ e χ) is identified in English by the name CHI which represents the acronym of Computer-Human Interface.
1 Introduction

A reactive system is event-driven and it has to react continuously to external and internal stimuli (operating systems, telephone switches and human-computer interfaces are examples of reactive systems). A reactive program may be seen as a composition of three layers [1]:

- An interface that deals with the input reception of physical events and maps them to logical events handled by the reactive kernel. It is also in charge of the converse operation.

- A reactive kernel that provides the behavioural pattern of the reactive program. It decides what outputs must be generated in reaction to inputs.

- A data handling layer that performs the functionality whenever requested by the reactive kernel.

In a reactive system the reactive kernel represents the most difficult part to be developed. The problem of finding satisfactory methods to describe reactive kernels is taken to be particularly difficult, despite of the existence of specific languages for this purpose [12]. Statecharts [10] have been proposed as an alternative specification notation for this particular domain.

The statechart notation has already been used to specify a large number of real-world systems [14]. It is the central part of the STATEMATE [11] environment which supports the specification and design process of large systems. The Statemaster system [26] provides this kind of support for the construction of user interfaces (a similar use of statecharts is made in [25]). Statecharts are as well used as a graphical notation in object-oriented software development methodologies [4, 24] and in hardware design [5]. A great number of efforts directed towards its formal semantic specification and extension proposals [13, 14, 16, 17, 18, 19, 21, 22] show signs of a vivid interest in this particular notation.
This work sees the statechart notation as a joint specification/programming language for the development of reactive kernels. This language is not a complete programming language. For this reason the interface and the data handling functions of reactive systems must be developed with the aid of a conventional programming language. Tools like STATEMATE and Statemaster mentioned above provide behavioural control based on statechart specifications. Our technique is similar in relation to this aspect. This paper comments in greater detail a software module (engine\textsuperscript{1}) that implements a statechart-driven reactive kernel and describes how to use it. Related to our approach we can cite [7], where a technique to implement statecharts is proposed based on the object paradigm. However, in this system (1) the statechart specification must be translated to some object-oriented language (a simple modification requires a change of code, a recompilation and a new batch of tests); (2) there is an overhead at execution time due to the use of virtual functions; and (3) only a small subset of the statechart functionality is properly tackled. In [2] state tables are proposed to encapsulate a program control flow based on state transition diagrams (STDs) by means of an array of pointers. State tables are used to handle low level events (e.g., mouse events). In [23] the use of STDs to represent program behaviour is recommended. All these approaches, however, suffer from a common drawback: they are applicable to simple behavioural patterns. Complex control flows cannot be managed adequately by those proposals.

The technique presented here does not impair the development process since it does not require a translation of statechart behaviour to some programming language constructs. It can as well handle behavioural changes at execution time. In order to demonstrate the usefulness of the technique and to show how the responsibility of the implementation of complex behaviour is taken over by an invariant engine, the implementation of a small stopwatch application is discussed in greater detail. The main purpose of this example is to show how a complex behaviour can be specified and implemented and not to show how realistic it can be.

\textsuperscript{1}In Section 8 an \texttt{ftp} address is provided where from the source code of engine and a descriptive text can be downloaded.
In Section 2 few comments are made about the behavioural specification of interactive applications. It illustrates why applications like our stopwatch example could be difficult to implement. Section 3 points out the difficulties that raise with the STDs notation when complex behaviour is being captured. Section 4 briefly comments on aspects of the statechart notation related to the stopwatch example presented in Section 5. The technique is presented in Section 6 and its use with respect to our example in Section 7. The technique relies on an invariant engine described in Section 8. Extensions in progress and concluding remarks are given in Section 9.

2 Reactive kernels

The behaviour of interactive programs is often event-driven and cannot be conveniently described in terms of a function which maps input into output data. The behaviour is better captured by an internal state which is affected by asynchronous events. Interactive programs have to fire appropriate actions according to incoming events. Under some circumstances there might be many event sources and no specific sequence of event occurrences may be assumed. A same event may affect the state of a program in distinct ways or even have no effect at all depending on the context in which it is eventually handled. From this perspective, the specification of programs of this kind is difficult and the implementation is error-prone.

Different models and notations have been used to describe the interaction between an user and a computer [15]. STDs and one of their extensions, namely statecharts, shall be discussed in sections below.

A parallel between the Seeheim interface reference model proposed by Green [9] and a taxonomy [1] for reactive systems is drawn in Figure 1. The model is useful to identify which component of an user interface can be adequately described in terms of statecharts. This is the first

---

2 Events are commonly generated by user actions upon input devices like a mouse or a keyboard in unpredictable sequences.
reason of mentioning the model here. The second is to show that there is no loss of generality when we illustrate the proposed technique with an interactive application.

The Seeheim model divides an user interface into three layers. The presentation layer is responsible for the external presentation of the user interface. This layer defines how an interactive system appears and is felt by the end user. It realizes low-level input/output processing (lexical aspects). The dialogue control layer accepts inputs from the lexical layer and assemble them into commands and data on the one hand, and receives tokens from the application which require data and supply responses to user requests on the other hand. The last layer represents the functionality (semantics) of an interactive application from the perspective of the user interface.

![Reactive System Taxonomy](image)

Figure 1: Parallel between the Seeheim model [9] and a taxonomy for reactive systems [1].

A rough correspondence between the components of a reactive system according to the taxonomy presented before and the layers of the Seeheim model can be established quite easily. The interface/presentation layer is concerned with lexical aspects. The reactive kernel/dialogue control
(provided by our engine together with a statechart specification) is responsible for control flow (syntactic) features. The functional/application layer refers to the semantics (functionality) provided by the system.

STDs are used to specify the dialogue control layer. The control process of a statechart is more sophisticated, but it avoids some inherent problems of STDs. Both specification alternatives are graphical. This feature represents an advantage over textual descriptions employed by other specification languages. Further information about languages employed to describe a dialogue control layer can be found in [15].

3 State transition diagrams

One well-known way of representing an event-driven control is based on STDs. During the execution of an STDs, one particular state is considered to be the current state and, at each new event occurrence, the labels of its outgoing transition edges are swept across in an attempt to identify a transition sensible to the current event. If such an edge is identified, then the corresponding transition is fired. The simplicity of the control process is however outweighed by a number of well known disadvantages.

STDs are essentially "flat." The lack of means to define contexts incrementally hampers a better structuring of a system specification, i.e., no hierarchical framework is provided. These flat diagrams present another nasty feature. If a new diagram is to be composed of two already existing diagrams, then the states of the new diagram are represented by the cartesian product of the state sets of the two underlying STDs. This explosive nature can be a great handicap when non-trivial systems have to be specified since those diagrams become very complex and their comprehension difficult. Another disadvantage is the lack of constructs to represent concurrency explicitly since exactly one state represents the current state of the system.

3Thus, if one diagram has m and the other n states the resulting diagram is composed of m x n states!
4 Statecharts

The statechart notation\textsuperscript{4} has been proposed to specify the kernel of reactive systems [10]. It extends STDs and eliminates some of their shortcomings. The statechart notation produces more concise specifications [6] than other notations of similar purpose. It supports incremental context definitions related to hierarchical decompositions, control flow based on history and explicit concurrency specifications. These features on the other hand make the control process rather sophisticated.

Statecharts are described in terms of nested contexts represented graphically by non-overlapping\textsuperscript{5} rectangles with rounded corners called states. The nesting reflects successive decompositions. States can be of two kinds: mutually exclusive and concurrent states. The former is indicated by a solid and the latter by a dashed contour.\textsuperscript{6} Figure 2 depicts one example. If a context is decomposed in terms of mutually exclusive states (as state \texttt{Stopwatch} in Figure 2), only one of those (\texttt{Dead}, or \texttt{Alive} in the particular case) becomes active at a given instance whenever their direct ancestor becomes active. On the other hand, if a context is decomposed into concurrent states, whenever this context becomes active, all of its concurrent states become active as well. For example, whenever the state \texttt{Operation} is active, all of its direct descendants (\texttt{Timer} and \texttt{Display}) are active too. The dashed contours of these states represent this fact.

If a given state is decomposed into mutually exclusive states, then one of the subordinated states has to be declared as its default descendant which is indicated by a special transition edge. It is the case of the substate \texttt{Alive} of the state \texttt{Stopwatch}. This default state becomes active whenever its direct ancestor (\texttt{Stopwatch}) becomes active and if the activation of no other of its siblings is being enforced by the acti-

\textsuperscript{4}The brief description below is not meant to be a tutorial and we would like to give notice that a subset of statechart constructs and not necessarily the same terminology proposed in [10] has been adopted in this paper.

\textsuperscript{5}Overlapping states are considered in [14].

\textsuperscript{6}A dashed contour of states does not exist in the original statechart notation. It, however, makes the state identification labelling more homogeneous.
vation process due to a history condition or if it does not represent the destination state of a transition.

A transition is represented by a directed edge between two mutually exclusive states and, if fired, causes a context swapping. A transition edge is labelled with an event identifier and is possibly associated with a guarding condition. A transition is usually fired whenever the origin state of the corresponding edge is active, the event referred by its label has occurred, and its guarding condition (if it exists) is satisfied. For example, the label $e_4$ in $\text{State}(\text{Off})$ of the transition from $\text{Alive}$ to $\text{Dead}$ will enable this transition whenever the state $\text{Alive}$ is active, the event $e_4$ occurs, and if at this instant the guarding condition (is state $\text{Off}$ active?) is true.

It is necessary to provide mechanisms other than only control in order to make statecharts useful. We do not only expect the parsing of valid event sequences from a statechart. There is a need of having a mechanism to produce some output (actions) to control the data manipulation procedures (functional aspect) of the application. This mechanism is implemented in terms of function calls in the current proposal. The Section 6 gives more details about this issue.

5 Stopwatch example

Figure 2 shows the statechart description of a hypothetical stopwatch (a brief explanation of it is given below). It is worthwhile to note that we refer to abstract events like $e_1$ and $e_2$, for instance. As already stated earlier the responsibility of relating physical stimuli to these events is of the interface component. Section 6 discusses this question in more detail.

Stopwatch corresponds to the outermost state of this toy stopwatch example whose display is either switched on ($\text{Alive}$) or off ($\text{Dead}$). $\text{Alive}$ is the default substate of Stopwatch indicated by a special arrow, i.e. whenever Stopwatch is activated Alive becomes activated as well.

The default substate of Alive is the state Reset. When this state is reached the stopwatch counter value becomes zero and the display blinks
for three seconds, for instance. If the event $e_4$ takes place, then the state is left and revisited and the same related semantic actions are performed once more. In particular, the subroutine $\text{trans}$ is called whenever the transition from Reset to Reset takes place. If the event $e_2$ occurs while Reset is active, a transition to the state Operation is fired.

The activation of the state Operation implies the activation of both Timer and Display, since they represent a concurrent decomposition of Operation. If Operation is activated for the first time, then the default substates of Timer and Display become activated (i.e., On and Normal respectively). On the contrary, the most recently substates are reactivated because of the in-depth history attribute\textsuperscript{7} of the state Alive.

If the state On becomes activated the timer starts to tick away from the current value of the stopwatch counter. This process is interrupted if event $e_2$ takes place and fires the transition from On to Off. A subsequent occurrence of $e_2$ causes the return to state On.

The substates of Display represent the presentation mode of the stopwatch counter. If Normal is active, the value of the stopwatch counter is displayed in terms of minutes and seconds. If, on the other hand, InSec is active the display shows the time interval represented by the stopwatch counter solely in seconds.

Alive and all of its active substates are deactivated and Dead becomes active if event $e_5$ occurs (independently of the configuration of the substates of Alive) or if the state Off is active and the event $e_4$ takes place. In the former case, if On is active just before the event firing takes place, then the counter keeps ticking away and the counter cannot be stopped while the state Dead is active. Note that this specification corresponds to an observable behaviour of a stopwatch. It does not describe anything about its functionality, but says what must happen according to the behaviour the user can perceive.

The state Dead is left under four circumstances: if either the event $e_1$, $e_2$, $e_5$ or the event Exit occurs. In the first case Alive is activated since it represents the default substate of Stopwatch which has

\textsuperscript{7}The corresponding symbol has been put in the left upper corner of Alive.
no in-depth history attribute. In the second case Alive becomes active because it is the ancestor of the destination state of the fired transition. In the third case Dead is deactivated and reactivated and in the last case the animation of Stopwatch ceases. Whenever Alive or Operation is revisited the activation of their substates complies with history enforcements. The Stopwatch ceases all its activities, in whatever configuration it might be, if the event Exit takes place. In this case a controlled deactivation is carried out and the system comes to a halt.

6 Proposed approach

The approach presented here assumes that there is a specification in terms of statechart which describes the behaviour of a reactive system to be implemented. At this point the programmer must know a little more about the architecture of reactive programs developed with the aid
of this approach. Figure 3 helps us in this respect.

![Diagram](image)

Figure 3: Reactive program architecture based on the proposed approach.

The components in Figure 3 were commented earlier on in this text. The interface establishes a correspondence between physical events and logical events, which are used in the specification. The reactive kernel is provided by the engine described in Section 8. In essence, the engine reacts to events signalled by the interface by calling functions which carry out operations (actions) responsible for the functionality (data handling functions) of the reactive program. In order to pass events to the engine, turn it on/off and get information from it, the programmer must use the protocol described in the following section.

Functions are attached to states and/or transition edges of a statechart. These functions are invoked each time a particular state is entered (activated), left (deactivated) or a specific edge is traversed.8 A function associated to a transition is called after the deactivation of the origin state and before the activation of destination state.9 So, whenever the engine is notified about an event occurrence the firing capability of transitions is checked. If some transition is capable of being traversed, the

---

8These outputs are analogous with the outputs of Mealy and Moore machines [3]. In Moore machines, however, output is produced only when one state is reached. A statechart output may also be produced upon leaving a state.

9The deactivation/activation process is described in more detail in section 8.
proper function associated with every state entered/exited as a result of
the transition is called.

In order to react properly to events the engine must be fed with
statechart specification and after that it has to wait for incoming events.
A specification is passed on to the engine in terms of two manually
constructed tables.\textsuperscript{10} The way of how to construct these two tables
according to a given statechart shall now be discussed.

The data related to a statechart topology is kept in a tree structure
which reflects the hierarchy defined by its topology. The correspondence
between states and nodes of the tree is an one-to-one relation. Figure
11 shows a tree which is equivalent to the hierarchical structure of the
statechart described in Figure 2. (This tree is a binary tree by sheer
chance. It can be of any order.)

The engine controls basically the transition firings and the state activa-
tion and deactivation process through function calls. This code is used
for whatever statechart specification we might have. So, the pertinent
code can be compiled once and linked with other system components as
often as required.

6.1 Engine protocol

The functionality provided by the engine is exercised by means of four
functions. We omit the complete signature (prototype) of these functions
for the sake of simplicity. Two of them start and stop the operation of
the engine. They essentially carry out some housekeeping functions.

\textbf{StartStEng}

This function receives the tables which describe a particular statechart
specification and submits them to some transformations. Only after a
call of this function the engine is capable to react properly to events.

\textsuperscript{10}Tables are not the best way to hand over information to the engine, because their
manual construction process is error-prone. The engine does not realize any automatic
consistency check. The construction of those tables is better done by a compiler of
statechart specifications into the required data structures. A proper environment of
this kind is described in [8].
StopStEng
It informs the engine that its execution should cease. The animation of a specification begins after a call of the previous function and it comes to an end when this one is called. In a program one may have more than one unnested StartStEng/StopStEng pair.

The remaining functions are:

startEng
It signals an event occurrence to the engine, i.e., an external stimulus is sensed by the interface module, converted to a numerical value understandable by the reactive kernel and handed over to the engine. This function should be called only after a successful call of StartStEng.

inState
It verifies if a given state is active or not. It is usually invoked by a transition guard function.

6.2 Topology data structure

The topology of a specification in terms of statechart is handed over to the engine by means of an array. The definition of each element of the array is given in Figure 4. It stores the following information for each state: its identifier (state), a reference to its default direct descendant (primogen), a reference to its next sibling (siblings - the sibling list is circular), a reference to its direct ancestor (ancestor), status information (status) and two pointers to functions to be called whenever the corresponding state is entered (OnEntry) or left (OnExit) respectively, i.e., whenever it is activated or deactivated. A similar field (action) exists in BTRANS (Figure 6) which specifies a function to be called whenever the corresponding transition is fired.

The status information indicates the existence or not of a shallow history condition, an in-depth history, a history condition cancellation defined at the corresponding state, and tells if the state in question is a concurrent or a mutually exclusive state. This information is set by an or composition of the relevant values in Figure 5.
typedef struct {
    numState state,
    primogen,
    sibling,
    ancestor;
    bStatus status;
    ptrFunc OnEntry, OnExit;
} BNODE;

Figure 4: Data structure for a state.

#define _noHist 0x00
#define _hHist 0x01
#define _starHist 0x02
#define _cancelHist 0x04
#define _concurr 0x08

Figure 5: Masks for status description.

6.3 Transitions data structure

Transitions are as well handed over to the engine in terms of an array. Every transition is associated with an element of the BTRANS type (Figure 6). For each transition the origin (from) and the destination state (to), the identifier of the event (event) that possibly triggers the transition, one pointer to a guarding condition function (cond) and another to a function which represents a semantic action (action) must be specified.

One element of this type asserts that if state from is active and event occurs, then the function cond is called and its boolean result tested. If it is true, the transition to state to takes place and function action is called during this process.
typedef struct {
    numState from;
    numEvent event;
    numState to;
    int (*cond)(void);
    ptrFunc action;
} BTRANS;

Figure 6: Data structure for a transition.

7 Example implementation

This section describes the implementation of a small statechart specification presented in Section 5. It is not a very realistic example, but it can be used as a template of the development of complex behaviour, particularly of event-driven applications based on the proposed reactive kernel, i.e. the engine.

The next subsections describe respectively how transitions and the topology of a given statechart specification (Figure 2) are represented in the tables required by the engine. First we must identify states and events in order to build the required tables.

7.1 Identifying states and events

Each state in a specification has to be assigned to a numerical value. The Figure 7 is a possible association of states and identifiers in C. This numerical value represents its identifier recognized by the engine.

Events are as well associated to numerical values. The implemented engine algorithm does not depend on a particular enumeration process of events. An abstract event used within a statechart might correspond to a single physical event or a sequence of physical events. The event e1, for instance, could represent a message sent by some window manager to the application. The responsibility of binding physical to abstract events is of the interface component mentioned earlier on. In order to simplify our reactive program a simple and direct binding shall be used
\#define Timer 1 /* ASSIGNMENT RULE */
\#define Alive 2 /* Each numerical id */
\#define InSec 3 /* to be assigned to */
\#define Dead 4 /* a state must be */
\#define Stopwatch 5 /* in range [1..n], */
\#define Reset 6 /* where n */
\#define Operation 7 /* represents the */
\#define Display 8 /* total number of */
\#define Normal 9 /* states of the */
\#define On 10 /* underlying */
\#define Off 11 /* specification */
\#define Exit 0 /* The way numerical event*/
\#define e1 1 /* id assignments are made*/
\#define e2 2 /* has no effect on the */
\#define e3 3 /* engine operation. Except*/
\#define e4 4 /* for the event to stop */
\#define e5 5 /* the engine operation */
/* identified by 0 */

Figure 7: Defining states and events.

where each event \( e_k \) is generated by pressing the key \( k \) on the keyboard. Thus the logical event that corresponds to the physical action of the user pressing the key 5 is the event \( e_5 \), for instance.

7.2 Describing transitions

Transitions are labelled and establish a relation between two states, with exception of default transitions. The label of a transition carries an event which might fire the transition and possibly a guarding condition and/or a reference to a function representing a semantic action to be carried out during the transition as described earlier on.

Figure 8 describes the transitions of Figure 2. It is important to point out that default transitions are a special case and are described implicitly by the topology tree (Figure 11). The leftmost descendant of
a state is taken as its default direct substate.

Two particular transitions shall be commented. The transition from \texttt{Alive} to \texttt{Dead} has a guard condition (Figure 2). This is represented by a pointer to a function returning a boolean value in the corresponding field of transition table (Figure 8). In this case the proper field is occupied by the address of the function \texttt{cond}, which calls the function \texttt{in\_State} provided by the engine (Figure 9).

\begin{verbatim}
int cond(state) {
    return in\_State(state);
}
\end{verbatim}

Figure 9: Guarding condition function.

The other transition goes from \texttt{Reset} to \texttt{Reset}. In the field \texttt{action} an address to a function is specified. As already mentioned, this function is called whenever event \texttt{e4} occurs and \texttt{Reset} is activated.

\begin{verbatim}
ETRANS bTrans[] =
    { /* from, event, to,     cond, action */
        0, 0, 0, 0, 0, 0 },
    { Stopwatch, e5, Dead, 0, 0 },
    { Reset, e2, Operation, 0, 0 },
    { Reset, e4, Reset, 0, trans },
    { Operation, e4, Reset, 0, 0 },
    { Normal, e3, InSec, 0, 0 },
    { InSec, e3, Normal, 0, 0 },
    { Off, e2, On, 0, 0 },
    { On, e2, Off, 0, 0 },
    { Alive, e4, Dead, cond, 0 },
    { Dead, e1, Stopwatch, 0, 0 },
    { Dead, e2, Operation, 0, 0 }
};
\end{verbatim}

Figure 8: Transition description.
7.3 Describing topology

In this section the representation of a statechart topology is commented. In order to describe a particular topology one entry for each state in the table bInfo (Figure 10) is used. For each state, its relationships with other states and action functions are listed. The hierarchy of the statechart in Figure 2 is shown in terms of a tree in Figure 11.

In the particular case of the state Stopwatch, for instance, its entry in the table identifies Alive as its default descendant. Stopwatch has no history attribute nor is it a concurrent component and thus its status is _noHist. Whenever Stopwatch is entered and left the function foo() is called by the engine.

```c
BNODE bInfo[] = {
  /*state,primogen,sibling, ancestor, status, OnEntry,OnExit */
  { 0, 0, 0, 0, 0, 0, 0 },
  { Dead, 0, Alive, Stopwatch, _noHist, foo, foo },
  { Stopwatch, Alive, Stopwatch, 0, _noHist, foo, foo },
  { Alive, Reset, Dead, Stopwatch, _starHist, foo, foo },
  { Reset, 0, Operation, Alive, _noHist, foo, foo },
  { Operation, Timer, Reset, Alive, _noHist, foo, foo },
  { Timer, On, Display, Operation, _concurr, foo, foo },
  { Display, Normal, Timer, Operation, _concurr, foo, foo },
  { On, 0, Off, Timer, _noHist, foo, foo },
  { Normal, 0, InSec, Display, _noHist, foo, foo },
  { Off, 0, On, Timer, _noHist, foo, foo },
  { InSec, 0, Normal, Display, _noHist, foo, foo }
};
```

Figure 10: Topology description.

8 More about the engine

This section presents more detailed information about a particular implementation of the complex statechart semantics, referred to as engine
in this text. The engine has been implemented in ANSI C and has been used in different experimental developments. It is available (full source code) electronically by anonymous ftp at obelix.unicamp.br in the /pub/dcc/Xchart/engine directory.

The engine represents the invariant code which can be linked with any program developed according to the proposed technique. It performs, in essence, event sensitivity checks and controls the state activation and deactivation process. The engine interprets a statechart specification according to a data structure (Section 6.1) holding information about a particular statechart topology and its transition lattice. The information held by these data structures must be supplied and must reflect the topology and the attributes of the system's statechart specification.

It is important to point out that the engine presented here implements only a subset of the statechart features originally defined in [10]. This subset is illustrated by means of an example presented in Section 5. Anything else not mentioned in this text has not been contemplated.

![Tree representing the topology.](image)

8.1 Engine execution

This section gives more details about the engine at execution time. A technical presentation of it can be found in [20] available electronically
by anonymous ftp at obelix.unicamp.br in the /pub/dcc/RT directory. It is important to point out that the operational semantics for a complex language like statecharts is not adequately presented in a natural language. A formal description can be found in [13]. The description below gives only a little flavour of the statechart semantics.

A program implemented based on the proposed technique must call \texttt{StartStEng} to signal its intent to use the engine. \texttt{StartStEng} receives the addresses and the dimensions of the tables which describe the topology and transitions of a particular statechart specification to be used by the engine in order to make it behave according to this specification. This approach makes it possible to change the behaviour without the need to recompile any code.

The control structure, which guides context swappings, is independent of the topology of a specific statechart, so sometimes we use the term invariant engine. The main function \texttt{stEng} receives as its argument an event identifier. This function traverses the list that holds the identifiers of active states (this list is referred to as the configuration of a statechart) and verifies the sensitivity of those states to the current event.

A context swapping due to a transition firing is carried out in two steps. At first all states from the atomic state reachable from the origin state, up to the nca (nearest common ancestor\footnote{The concept of the nca is degenerated in two cases: the first case is characterized if the destination state is a direct or indirect descendant of the origin state (e.g., the transition labelled $e_5$ in Figure 2) and the second by the reverse (e.g., the transition labelled $e_1$ from state \texttt{Dead} to \texttt{Stopwatch}). In both cases the state which represents the ancestor of the second one of the pair (destination,origin) is taken as the nca. If however the origin and the destination state of a transition edge happen to be the same as the case of the transition labelled $e_4$ at \texttt{Reset}, then the the direct ancestor is taken as the nca.} of the origin and the destination state (excluding the latter), have to be deactivated as well as all concurrent siblings and their descendants along this path. Next the states of the path between the destination state and the nca mentioned above (excluding the latter) are activated in reverse order. From this point the activation process is kept up until an atomic state is eventually
reached. All concurrent siblings of activated states at this second stage of the context swapping process are activated as well.

The transition firing function\textsuperscript{12} identifies an active atomic state reachable from the origin state,\textsuperscript{13} it finds out the nca of the origin and the destination state,\textsuperscript{14} it deactivates all states along the path from the active atomic state found previously up to the nca (excluding the latter) as well as all concurrent components along this path. It then calls the function representing the semantic action related to the transition (if specified), and starts the activation process.\textsuperscript{15}

The first step of the activation process consists of a search of possible history enforcements at the nca and levels above and a demarcation of the path from the destination state up to the nca. This path is then followed from the nca down to the destination state and all states along this path (except for the former which after all has not been deactivated) are activated. Concurrent siblings are activated according to the history mode being enforced. Once the destination state is reached, the activation process is sustained, but now complying with history enforcements, until an atomic state is eventually reached. Concurrent siblings are activated in the same manner at this second stage of the activation process.

Since no activation path is predetermined for the second part of the activation process or for concurrent siblings come across along this process, the activation in those cases is performed according to one of the following manners: if a history condition is being enforced, then the most recently visited state is reactivated; if no such state exists or no history condition is being enforced, then the default direct descendant is activated. A history condition can be an in-depth (the history condition applies to all lower level contexts of the global context where it has been defined unless overridden or cancelled at lower levels) or a shallow history (the history condition applies only to the next lower level con-

\textsuperscript{12} fromBlobToBlob, in the engine source code
\textsuperscript{13} activeAtomFrom
\textsuperscript{14} nearestCommonAncestor
\textsuperscript{15} activatePath
text). At the start of the statechart engine, the non-predetermined-path activation process is applied to the outermost state.

As a result of the deactivation process, the deactivated states are removed from the current configuration and, in consequence of the subsequent activation process, the just activated states are added at a second stage. In other words, the activated subtree of the nca is replaced by a new one.

Once all states of a configuration have been swept across and the control flow goes back to the program, this function in question can be called again to handle a new event, but now in the context of the resultant configuration from the handling of the prior event.

Since the order for the sensitivity tests is determined by the numerical order of the state identifiers, the firing of transitions is performed in a deterministic way. Thus, alternative numerical identifiers assignments may produce distinct behaviours. It is important to point out that if a given event is found on the event list of two transitions which have as their origin a direct or indirect ancestor and its descendant respectively, then the event has no effect on the latter since the descendant becomes deactivated during the firing of the transition which has its origin at the former.

9 Concluding remarks

Due to the hierarchical nature of statecharts, distinct contexts can be defined incrementally at different levels of a hierarchy. These contexts come into existence and are destroyed in a controlled manner by firing events. Designs based on this technique turn out to be better structured in general. The task of the designer becomes lighter since greater efforts can now be put on what has to be done in specific contexts without having to pay greater attention on what is happening in terms of context swappings which are handled by the engine. This focus concentration makes the design task easier for applications with complex behaviour. The proposed technique also reduces the reactive kernel implementation to a simple translation from a specification into two tables.
The way how a complex behaviour specification in terms of a statechart could be implemented has been described. The present work reflects an evolution from others proposals [2, 7, 23]. There are some restrictions imposed by the engine architecture which inhibit the implementation of the whole statechart functionality. Nevertheless the restricted behaviour implementation is believed to be useful and a new version with additional functionality is now in progress. This new version removes as well the naive function calls to application code, and introduces a queue of output tokens and another for input events. In this approach the engine can be executed concurrently with other modules of the system, working as a "behaviour server." These and other changes resulted from our experience of using statechart in the computer-human interface domain [20].

Care must be taken since the tables for the engine are built manually. A proper environment [8], however, may solve this difficulty.

It is easy to see, by means of the presented example, that the underlying control of a complex behaviour can be implemented quite trivially provided that the proposed approach is adopted. Complexity does not simply disappear, but it is transferred to the engine. Changes of behaviour require changes in only two tables and can even be made at execution time. If the programmer makes use of the proposed technique, the existence of sophisticated control mechanisms can be taken for granted and only lexical and semantic aspects have to be taken into consideration. The programmer is released from the error-prone task of developing a complicated code segment which exist in all reactive program: the reactive kernel.
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