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Abstract
Motivated by very similar characterizations given in the literature for chordal, interval, and indifference graphs we introduce a way of defining classes of graphs in terms of boolean functions of two variables. Each such function originates a class of graphs. Denoting the variables by 1 and 2, the functions 1 ⊕ 2, 1, and 1 ∧ 2 originate the classes of chordal, interval, and indifference graphs, respectively. In this paper we study the classes corresponding to all other boolean functions, as well as general properties of these classes. A satisfactory identification of the class corresponding to function 1 ⊕ 2 (exclusive or) is still open.

1 Introduction

Chordal graphs, interval graphs, and indifference graphs have numerous applications and have been extensively studied [Gol80]. Our goal in this paper is to point out that among the several known characterizations for these classes three of them (one for each class) differ only slightly. The difference lies in a certain formula that includes a boolean function of two variables. We then study the classes obtained by using any of the sixteen possible boolean functions of two variables in this general framework. Our results are presented in form of a chart showing also the containment relations among classes.
Such an unified characterization is useful in several ways. It helps us understand the nature of these classes and the properties they have in common. Also, many of the classes admit polynomial-time algorithms for membership and for various combinatorial problems that are NP-hard in general, such as coloring, maximum clique, Hamiltonian tour, etc. The unified approach may be the basis for designing efficient algorithms for these problems that work uniformly for many classes.

The rest of the paper is organized as follows. The next section contains some basic definitions needed throughout. In Section 3 we present the characterizations that motivated this work. Section 4 contains the definitions of the classes studied, a correspondence between classes and boolean functions, and a chart showing containment relations. General properties of the classes also appear here. Our final comments, open problems, and plans for future work are given in Section 5.

2 Basic definitions

A graph is a pair $(V, E)$ where $V$ is a finite set and $E$ is a subset of $V \times V$ with the following properties. We will use the notation $uv$ to represent the pair $(u, v)$.

- for all $u \in V$, $uu \notin E$.
- if $uv \in E$ then $vu \in E$.

The elements of $V$ are called nodes and the elements of $E$ are called edges of the graph.

If $uv \in E$, nodes $u$ and $v$ are adjacent to each other. The degree of a node $v$, denoted by $\text{deg}(v)$, is the number of nodes in $V$ adjacent to it. We also say that edge $uv$ is incident to nodes $u$ and $v$.

In a graph $G = (V, E)$, given a subset $H$ of $V$, the subgraph induced by $H$ is the graph $G' = (H, E')$ where $E' = \{(x, y) \in E \mid x \in H \text{ and } y \in H\}$.

The neighborhood of a node $v$ is the set $N(v) = \{v\} \cup \{x \in V \mid xv \in E\}$. 
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A clique is a subset of $V$ whose elements are pairwise adjacent. Singleton sets are cliques.

A node is simplicial if its neighborhood is a clique.

A path is a sequence $(v_0, v_1, \ldots, v_k)$ of nodes such that $v_{i-1}v_i \in E$ for $i = 1, 2, \ldots, k$. A path is called simple if all nodes in it are distinct. If $(v_0, v_1, \ldots, v_k)$ is a simple path and every node not in it is adjacent to at least one $v_i$, this is a dominating path.

A cycle is a simple path $(v_0, v_1, \ldots, v_k)$ such that $k \geq 2$ and $v_kv_0 \in E$.

A chord in a path or cycle is an edge incident to two nonconsecutive nodes.

In a graph $G = (V, E)$, a subset $S \subseteq V$ is connected when there is a path containing all nodes in $S$. A connected component of a graph is a maximal (with respect to set inclusion) connected subset. When $V$ itself is connected we say that $G$ is a connected graph.

A linear order on a finite set $S$ is a binary relation "$<$" satisfying the following properties.

- for all $a \in S$, $a \not< a$.
- if $a < b$ and $b < c$ then $a < c$.
- for all $a, b \in S$ with $a \neq b$, either $a < b$ or $b < a$ holds, but not both.

3 Motivation

Interval graphs are graphs whose nodes can be put into one-to-one correspondence with closed intervals in the real line in such a way that adjacent nodes correspond to intervals that intersect. If all intervals can be chosen of the same size, we have an indifference graph\(^1\). Interval graphs are special cases of chordal graphs, which are those where every cycle with four or more nodes has at least one chord. (A chord is an

\(^1\)The denominations unit interval graph, proper interval graph, and time graph are also widely used for these graphs.
Chordal graphs are also called triangulated graphs in the literature.

In 1976, Rose, Tarjan, and Lueker [RTL76] gave the following characterization of chordal graphs.

**Characterization 1** A graph is chordal if and only if there is a linear order of its nodes such that for every triple $u$, $v$, $w$ with $u < v < w$ we have

\[(uw \in E \text{ and } vw \in E) \Rightarrow uv \in E.\]

In other words, there is a linear ordering such that each node is simplicial in the graph induced by itself and all its predecessors.

For interval graphs, a similar characterization, given below, appears in the literature. It can be found, for instance, in work by Olariu [Ola91], Ramalingam and Pandu Rangan [RPR88] and is implicitly present in a seminal paper by Benzer [Ben59], which constitutes one of the first applications of interval graphs in genetics.

**Characterization 2** A graph is interval if and only if there is a linear order of its nodes such that for every triple $u$, $v$, $w$ with $u < v < w$ we have

\[uw \in E \Rightarrow uv \in E.\]

Finally, for indifference graphs we have the following characterization, proved by Maehara [Mae80], among others.

**Characterization 3** A graph is indifference if and only if there is a linear order of its nodes such that for every triple $u$, $v$, $w$ with $u < v < w$ we have

\[uw \in E \Rightarrow (uv \in E \text{ and } vw \in E).\]

The similarity among these characterizations is striking. Denoting by 1, 2, and 3 the predicates $uv \in E$, $uw \in E$, and $uw \in E$, respectively (see Figure 1), we see that the only difference in the three characterizations is the final statement, according to the following list.
Figure 1: Common framework for the unified characterization.

chordal: \( (3 \text{ and } 2) \Rightarrow 1 \)
interval: \( 3 \Rightarrow 1 \)
indifference: \( 3 \Rightarrow (1 \text{ and } 2) \)

If we now replace the statement \( (3 \text{ and } 2) \Rightarrow 1 \) by its logical equivalent \( 3 \Rightarrow (2 \Rightarrow 1) \), we reduce all three statements to the general form

\[ 3 \Rightarrow f(1, 2), \]

where \( f \) is a boolean function of two variables. It is natural to ask which classes of graphs are defined by other choices of the function \( f \), and this will be the object of the next section.

4 Boolean functions and classes of graphs

Given a boolean function \( f \) of two variables, we denote by \( \mathcal{C}(f) \) the class of graphs defined as follows.

**Definition 1** A graph \( G \) belongs to class \( \mathcal{C}(f) \) if and only if there is a linear order of its nodes such that for every triple \( u, v, w \) with \( u < v < w \) we have

\[ 3 \Rightarrow f(1, 2), \]

where 1, 2, and 3 denote the existence of edges \( vw, vw, \) and \( uw \), respectively.
Table 1: Truth-tables of all possible two-variable boolean functions. The variables are indicated by 1 and 2. Logical symbols are defined in the text.

We say that such a linear order satisfies $3 \Rightarrow f$ or that it is $f$-admissible for $G$ (or just admissible if $f$ is clear from the context).

There are a total of sixteen distinct boolean functions of two variables. Table 1 shows their truth-tables, and the symbolic names we will use for them throughout the paper. We use $\pi$ to indicate the logical negation of $a$, $\land$ for logical AND, $\lor$ for logical OR, $\Rightarrow$ for implication ($a \Rightarrow b$ is the same as $\pi \lor b$), $\equiv$ for logical equivalence, and $\oplus$ for exclusive-OR. In addition, $T$ and $F$ stand for the logical values true and false, respectively.

The corresponding classes of graphs are shown in Fig. 2. For each class, its associated boolean function appears above the name of the class. Class names and their definitions are listed in the sequel. The classes Indifference and Paths occur twice in the hierarchy.

Define the level of a boolean function as the number of T's in its truth-table. Functions of the same level are located in the same horizontal line in the diagram.

To better understand this diagram, two observations are in order. The first one is that $\mathcal{C}(f(1, 2))$ coincides with $\mathcal{C}(f(2, 1))$. This is a con-
sequence of the fact that if a linear order satisfies \(3 \Rightarrow f(1,2)\), the reverse order satisfies \(3 \Rightarrow f(2,1)\). Thus, we put \(f(1,2)\) and \(f(2,1)\) in the same place in the diagram, separated by a comma. Symmetric functions appear by themselves.

The other observation is that if two functions \(f\) and \(g\) are such that \(f \Rightarrow g\), then \(C(f) \subseteq C(g)\). This follows from the classical properties of logical implication: if a linear order satisfies \(3 \Rightarrow f\) then it will surely satisfy \(3 \Rightarrow g\) as well. To indicate these inclusions, we drew an arrow in Figure 2 from class \(C(f)\) to class \(C(g)\) whenever \(f \Rightarrow g\) and \(g\) is exactly one level above \(f\). Other inclusions follow by transitivity. Notice that if \(f(1,2) \Rightarrow g(1,2)\) then \(f(2,1) \Rightarrow g(2,1)\), so this boolean containment is well defined for classes.

Proofs of the correspondences between functions and classes in this diagram will be given in Section 4.3. We were not able to find a name for class \(C(1 \oplus 2)\) in the literature.

### 4.1 Definition of the classes

Although most of the classes are well known, we formally define them here for completeness. Indifference, interval, and chordal graphs were already defined in Section 3.

For the others, a few more basic graph concepts are needed. The complement of a graph \(G = (V, E)\) is the graph \((V, (V \times V) \setminus E)\).

We say that a graph can be transitively oriented when we can orient the edges, i. e., select a node \(s(e)\) incident to \(e\) for each edge \(e\) (\(s(e)\) is the head of the edge), in a transitive way, i. e., whenever we have edges \(uv\) and \(vw\) with \(s(uv) = v\) and \(s(vw) = w\), \(uw\) is an edge in the graph and \(s(uw) = w\).

A list of our class definitions follows.

- **Forest**: A graph is a forest when it contains no cycles.
- **Paths**: A graph belongs to this class when each of its connected components is a simple path.
Figure 2: Classes of graphs corresponding to boolean functions. Arrows indicate containment relations.
Caterpillars: A graph is in this class when it is a forest whose internal nodes induce a graph in Paths.

Triangle-free: A graph is triangle-free when it has no clique with three or more nodes.

Co-comparability: A graph is in this class when its complement can be transitively oriented.

All: This class includes all graphs.

Graphs in Paths can be characterized as forests in which every node has degree at most two.

Caterpillars can be also characterized as the graphs obtainable from a graph $G \in$ Paths by adding neighbors of degree one to the nodes of $G$. In a connected caterpillar such a graph will always be a dominating path. Given a dominating path, its nodes are the body segments and the remaining nodes are the feet of the caterpillar.

4.2 General properties

The classes $\mathcal{C}(f)$ have a number of properties that do not depend on the particular function $f$ used to construct them. We now give some of these common properties.

Theorem 1 For any $f$, if $G \in \mathcal{C}(f)$ and $H$ is an induced subgraph of $G$, then $H \in \mathcal{C}(f)$.

Proof: The removal of all nodes not in $H$ and their incident edges from an admissible order for $G$ gives an admissible order for $H$. □

Theorem 2 For any $f$, a graph $G$ belongs to $\mathcal{C}(f)$ if and only if all its connected components belong to $\mathcal{C}(f)$.
Proof: If all connected components of a graph admit linear orderings in which \( 3 \Rightarrow f \), the concatenation of all these orderings produces an admissible order for \( G \). On the other hand, each connected component is an induced subgraph, so the result follows from Theorem 1.

4.3 Proofs

Many of the associations presented in Figure 2 are proved in the literature. We already mentioned references for chordal, interval, and indifference graphs. The fact that Co-comparability equals \( C(1 \lor 2) \) is well known [Dam92].

The class \( C(T) \) is trivially \( \Pi_l \), because no restrictions are placed on the order. For the class Triangle-free the result is also easy. Any order will do for graphs in the class, and no order will work for graphs not in the class.

We illustrate the remaining results presented in Figure 2 with the following examples.

Theorem 3 \( C(F) = \text{Paths} \).

Proof: A graph \( G \in C(F) \) admits a linear ordering of its nodes satisfying \( 3 \Rightarrow F \), which is logically equivalent to \( \exists \). Therefore, all edges connect consecutive nodes in this order. No cycles are possible, hence \( G \) is a forest. Each node is connected to at most two nodes, namely, its predecessor and its successor (if they exist), so it has degree at most two.

Conversely, we can prove that \( \text{Paths} \subseteq C(F) \) by induction on \( n \), the number of nodes in the graph. We claim that any graph in \( \text{Paths} \) admits a linear ordering without \( 3 \) edges. Furthermore, we claim that this ordering can start at any node of degree at most one. We prove both claims simultaneously by induction.

A graph with one node obviously satisfies the claims. Given a graph \( G \) with \( n > 1 \) nodes, select arbitrarily a node \( x \in G \) with degree at most one. Such a node necessarily exists since \( G \) is a forest. Removal of \( x \) and all its incident edges leaves a graph \( G' \) that also belongs to \( \text{Paths} \). By
induction hypothesis, there is a linear ordering for $G'$ without $3$ edges. Add $x$ in front of this ordering. If $\deg(x) = 0$ we are done. Otherwise, start the order in $G'$ with the only neighbor $y$ of $x$ in $G$, which is possible since $y$ has degree at most one in $G'$. The only new edge introduced by $x$ connects it to its successor $y$ and is not a $3$ edge. 

**Theorem 4** $\mathcal{C}(2 \land \overline{1}) = \text{Caterpillars}$.

**Proof:** We will prove the inclusion $\mathcal{C}(2 \land \overline{1}) \subseteq \text{Caterpillars}$ by induction on $n$, the number of nodes of $G$. In light of Theorem 2, we may restrict ourselves to connected graphs. Let $G \in \mathcal{C}(2 \land \overline{1})$ be a connected graph with an admissible order. We claim that $G$ is a caterpillar and the first node in the order belongs to a dominating path. For one-node graphs the claim is obvious. For $n > 1$, consider a linear ordering of the nodes of $G$ satisfying $3 \Rightarrow (2 \land \overline{1})$. Take the first node $x$ in the order (see Figure 3). Since $n > 1$ and $G$ is connected, there is at least one edge incident to $x$. Observe that this must be the only edge incident to $x$, otherwise $3 \Rightarrow 1$ would hold for at least one triple. Let $y$ be $x$'s only neighbor. The condition $3 \Rightarrow (2 \land \overline{1})$ now implies that all nodes strictly between $x$ and $y$ must be adjacent to $y$ and that they all have degree one. Removing $x$ and all these nodes we obtain a smaller $G' \in \mathcal{C}(2 \land \overline{1})$. Notice that we did not disconnect the graphs because we removed nodes of degree one only. By induction hypothesis, this is a caterpillar and $y$ is part of a dominating path in $G'$. It follows that $G$ is also a caterpillar with $x$ preceding $y$ in the dominating path and the nodes between $x$ and $y$ being extra feet adjacent to the body segment $y$.

Conversely, a caterpillar can be easily given an admissible order by selecting a dominating path, which will give the skeleton of the linear order, and inserting each remaining node immediately before its neighbor in the path. 

**Theorem 5** $\mathcal{C}(\overline{2}) = \text{Forest}$. 
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Figure 3: A caterpillar.

Proof: For $C(\overline{2}) \subseteq \text{Forest}$ let $G$ be a graph in $C(\overline{2})$ with an $(\overline{2})$-admissible order. From each node $x$ there is at most one backward edge (that is, an edge going to a node $y < x$). Hence, no cycles may exist. The rightmost node in a cycle would have two backward edges.

Conversely, let $G$ be a graph in $\text{Forest}$. For each connected component, choose an arbitrary node and perform a breadth-first search (BFS) starting at $x$ [Tar83]. Since there are no cycles, all nodes except the first will be adjacent to exactly one previous node. Hence, the BFS order is $(\overline{2})$-admissible. \qed

Theorem 6 $C(\overline{1} \land \overline{2}) = \text{Paths}$.

Proof: By boolean containment and Theorem 3, it suffices to show that $C(\overline{1} \land \overline{2}) \subseteq \text{Paths}$. Let $G$ be a graph with an $(\overline{1} \land \overline{2})$-admissible order. In view of Theorem 2, we may assume that $G$ is connected.

If $u$, $v$, $w$ are such that $u < v < w$ and $uw \in E$, we know that $uv \not\in E$, and $vw \not\in E$. Since $G$ is connected, there must be a path $(v_0, \ldots, v_k)$ with $v_0 = u$ and $v_k = v$. Let $x$ be the leftmost node in this path. Clearly $x \neq v_k$. If $x \neq v_0$, $x$ has two neighbors in the path, both to its right, contradicting the $(\overline{1} \land \overline{2})$-admissibility of the order. Therefore $x = v_0 = u$. An analogous argument shows that $v$ is the rightmost node in the path. But then $v_1 < v < w$ and $u$ is adjacent to two nodes to its right, namely, $v_1$ and $w$, a contradiction. Thus, no triple $u < v < w$ with $uw \in E$ may exist. Hence $G \in C(\overline{F}) = \text{Paths}$. \qed
Theorem 7 $\mathcal{C}(1 \equiv 2) = \text{Indifference}$.

Proof: It suffices to show that $\mathcal{C}(1 \equiv 2) \subseteq \mathcal{C}(1 \land 2)$. Let $G$ be a graph with an $(1 \equiv 2)$-admissible order. Without loss of generality assume that $G$ is connected.

If there is a triple $(u, v, w)$ with $u < v < w$, $uw \in E$, $uv \not\in E$, and $vw \not\in E$, choose one such triple with minimum number of nodes between $u$ and $w$. Consider a path $(v_0, \ldots, v_k)$ with $v_0 = u$ and $v_k = v$. Take this path as short as possible, that is, with minimum $k$. Shortest paths between two nodes are necessarily chordless.

Let $x$ be the leftmost node in this path. Clearly $x \neq v_k$. If $x \neq v_0$, $x$ has two neighbors in the path, both to its right, say $x_1$ and $x_2$. By the $(1 \equiv 2)$-admissibility of the order, $x_1$ and $x_2$ are adjacent, which is impossible since the path is chordless. Therefore $x = v_0 = u$. An analogous argument shows that $v$ is the rightmost node in the path. But then $u < v_1 < v < w$ and by admissibility we have $v_1 w \in E$ and $v_1 v \not\in E$. This contradicts our choice of $(u, v, w)$ and we conclude that no such triple may exist. Hence $G \in \mathcal{C}(1 \land 2)$. \hfill \qed

4.4 Intersection of classes

In this section we present an interesting property of the correspondence between classes and boolean functions. We first need a canonical way of selecting one function from each pair of the form $f(1, 2), f(2, 1)$ that define the same class. Following a suggestion by Jorge Stolfi, we consider only functions $f$ satisfying $f(F, T) \Rightarrow f(T, F)$.

Definition 2 A function $f$ is leftist when $f(F, T) \Rightarrow f(T, F)$.

Theorem 8 If $f$ and $g$ are leftist boolean functions of two variables, then

$$\mathcal{C}(f \land g) = \mathcal{C}(f) \cap \mathcal{C}(g).$$
Proof: (sketch.) Unfortunately, we don’t have an elegant proof of this nice result. All we can offer is a tedious analysis of all cases.

First of all, observe that the result is obviously true if \( f \Rightarrow g \) or \( g \Rightarrow f \). Second, notice that \( C(f \land g) \subseteq C(f) \cap C(g) \) is also true in all cases by boolean containment. A final observation is that it suffices to prove the claim for functions of the same level.

In the end, we need to prove directly only the five cases below.

**Triangle-free \( \cap \) Chordal \( \subseteq \) Forest:** If a chordal graph has a cycle, it must have a triangle. Hence, chordal, triangle-free graphs cannot have cycles.

**Triangle-free \( \cap \) Co-comparability \( \subseteq C(1 \oplus 2) \):** This follows from the fact that any \((1 \lor 2)\)-admissible order for a triangle-free graph is also \((1 \oplus 2)\)-admissible.

**Chordal \( \cap \) Co-comparability = Interval:** This is a well-known characterization of interval graphs [Sim91, GH64].

**Forest \( \cap \) Co-comparability \( \subseteq \) Caterpillars:** Let \( G = (V, E) \) be a connected forest (i.e., a tree) that is in Co-comparability. Consider an \((1 \lor 2)\)-admissible order for \( G \). Take a simple path \( p = (v_0, \ldots, v_k) \) from the first to the last node in this order. We will show that \( p \) is a dominating path. If \( x \) is any node in \( G \) not in the path, \( x \) must be an internal node in the order and there must be an index \( i \) such that \( 0 \leq i < k \) and \( v_i < x < v_{i+1} \). Since \( v_i, v_{i+1} \in E \), by \((1 \lor 2)\)-admissibility \( x \) is adjacent to either \( v_i \) or \( v_{i+1} \). This shows that \( p \) is a dominating path and therefore \( G \) is a caterpillar.

**Forest \( \cap \) Indifference \( \subseteq \) Paths:** It is well-known that indifference graphs do not have \( K_{1,3} \) as an induced subgraph [Jac92]. \((K_{1,3} \) is the graph with four nodes, with one of them adjacent to the other three and no other edges.) It follows that forests that are indifference graphs cannot have nodes of degree three or higher.

We leave to the reader the verification that all other cases can be proved by repeated application of the above results. \( \square \)
The functions must be leftist otherwise the theorem does not necessarily hold as the following example shows. We know that \( \mathcal{C}(\overline{1}) = \text{Forest} = \mathcal{C}(\overline{2}) \) and \( \mathcal{C}(1) = \text{Interval} = \mathcal{C}(2) \). If we use the leftist function \( f = 1 \) with the nonleftist \( g = \overline{1} \) we get

\[
\mathcal{C}(f \land g) = \mathcal{C}(1 \land \overline{1}) = \mathcal{C}(F) = \text{Paths},
\]

while

\[
\mathcal{C}(f) \cap \mathcal{C}(g) = \text{Forest} \cap \text{Interval} = \text{Caterpillars}.
\]

4.5 The class \( \mathcal{C}(1 \oplus 2) \)

We have not been able to identify \( \mathcal{C}(1 \oplus 2) \) satisfactorily. We know it is contained in \textbf{Co-comparability}, \textbf{Triangle-free}, and contains \textbf{Caterpillars}. These containments are proper, as witnessed by \( C_3, C_5 \), and \( C_4 \), respectively. (\( C_i \) is the cycle with \( i \) nodes.)

Theorem 8 implies that \( \mathcal{C}(1 \oplus 2) \) can be characterized as the intersection between \textbf{Co-comparability} and \textbf{Triangle-free}, but it would be interesting to identify this class as some already studied class.

5 Conclusions

We have characterized several important classes of graphs in an uniform way. Every boolean function of two variables originates a class. Such uniform characterization may be useful for the design of algorithms for membership and combinatorial problems that work for all the classes.

The main open problem we leave is to determine whether the class \( \mathcal{C}(1 \oplus 2) \) coincides with some previously studied class in the literature.

In the future we plan to follow a suggestion of Cláudio Lucchesi and extend the analysis done here to functions of the form \( f(1,2,3) \), which includes \( 3 \Rightarrow f(1,2) \) as special cases.
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