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Abstract

This report is a rather concise summary of the first-named author's M. Sc. Dissertation, written under the second-named author's supervision.

The matching problem in graphs consists in determining matchings, that is, vertex disjoint sets of edges of the graph. In particular, we are interested in finding maximum matchings, that is, matchings of maximum cardinality. There are many variations around this problem, the graph can be: bipartite or not, weighted or not.

In this work we describe briefly the most important algorithms for solving the problem of maximum matching, weighted or not, in bipartite graphs. At the end of the article we give a table which describes briefly the most important algorithms for solving the general problem, in which the graph is not necessarily bipartite.
1 Introduction

This report is a rather concise summary of the first-named author’s M. Sc. Dissertation, written under the second-named author’s supervision [4].

Let \( G(V, E) \) be an undirected graph with vertex set \( V \) and edge set \( E \) (or, simply, \( G \), if both \( V \) and \( E \) are understood), where \( |V| = n \) and \( |E| = m \).

A graph \( G \) is bipartite if \( V \) can be partitioned into two sets, \( V^+ \) and \( V^- \), so that each edge of \( G \) has one end in \( V^+ \) and the other end in \( V^- \).

A subset \( M \) of \( E \) is called a matching in \( G \) if no vertex is incident to more than one edge in \( M \). A matching of maximum cardinality is called a maximum matching. If every vertex of \( G \) is incident to some edge of \( M \), then \( M \) is called a perfect matching; clearly, every perfect matching is maximum. A matching \( M \) in graph \( G \) is maximal if it is not properly contained in any other matching (see figure 1).\(^1\) A vertex \( v \in V \) is \( M \)-free if it is incident with no edge in \( M \).

![Figure 1: (a) Maximal matching, (b) Perfect Matching.](image)

A graph \( G \) is weighted if we give a cost function \( c \), that associates each edge with a real value, that is, \( c : E \rightarrow \mathbb{R} \). Let \( X \) be a subset of \( E \).

\(^1\)Dashed lines represent edges not in \( M \) and full lines represent edges in \( M \).
The cost of set $X$ is
\[
c(X) := \sum_{a \in X} c(a).
\]

Suppose that $E'$ is a subset of $E$. The subgraph of $G$ whose vertex set is the set of vertices incident to edges in $E'$ and whose edge set is $E'$ is called the subgraph of $G$ induced by $E'$ and is denoted by $G[E']$.

Let $M$ be a matching in $G$. An $M$-alternating path in $G$ is a path whose edges are alternately in $E \setminus M$ and $M$. An $M$-augmenting path is a nondegenerate $M$-alternating path whose origin and terminus are both $M$-free (see figure 1a). A proof of the following theorem can be found in [8, page 70].

**Theorem 1 (Berge [5], 1957)** A matching $M$ in $G$ is maximum if and only if $G$ contains no $M$-augmenting path. \(\square\)

The next lemma shows how we can augment the matching, given an $M$-augmenting path.

**Lemma 2** Let $M$ be a matching in $G$ and $P$ an $M$-augmenting path. Set $N := E \oplus EP$ is a matching in $G$ and $|N| = |M| + 1$, where $EP$ is the edge set of $P$ and $E \oplus EP$ denotes the symmetric difference of sets $E$ and $EP$. \(\square\)

In Section 2 we describe briefly the most important algorithms for finding maximum matchings in non weighted bipartite graphs (Table 1 presents the described algorithms\(^2\)).

In Section 3 we describe briefly the most important algorithms for finding maximum matchings in weighted bipartite graphs (Table 2 presents the described algorithms).

In Section 4 we give a table which describes briefly the most important algorithms for solving the general problem, in which the graph is not necessarily bipartite.

\(^2\)In all tables we use $p$ to represent the number of processors used by parallel algorithms and $U$ to denote the greatest absolute value among edge cost values.
### Sequential Algorithms

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973</td>
<td>Hopcroft and Karp</td>
<td>[26]</td>
<td>$O(mn)$</td>
</tr>
<tr>
<td>1991</td>
<td>Alt, Blum, Mehlhorn and Paul</td>
<td>[3]</td>
<td>$O(n^{3/2} \sqrt{m/\log n})$</td>
</tr>
</tbody>
</table>

### Parallel Algorithms

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
<th>Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>Kim and Chwa</td>
<td>[27]</td>
<td>$O(n \log n \log \log n)$</td>
<td>$O(n^3/\log n)$</td>
</tr>
<tr>
<td>1988</td>
<td>Goldberg, Plotkin and Vaidya</td>
<td>[24]</td>
<td>$O(n^{2/3} \log^3 n)$</td>
<td>$O(n^3/\log n)$</td>
</tr>
<tr>
<td>1992</td>
<td>Goldberg, Plotkin, Shmoys and Tardos</td>
<td>[23]</td>
<td>$O(m^{1/2} \log^3 n)$</td>
<td>$O(n^3)$</td>
</tr>
</tbody>
</table>

Table 1: Non-weighted bipartite graphs.

### Sequential Algorithms

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>Kuhn</td>
<td>[29]</td>
<td>$O(mn^2)$</td>
</tr>
<tr>
<td>1984</td>
<td>Fredman and Tarjan</td>
<td>[13, 16]</td>
<td>$O(mn + n^2 \log n)$</td>
</tr>
<tr>
<td>1985</td>
<td>Gabow</td>
<td>[19]</td>
<td>$O(mn^{3/4} \log U)$</td>
</tr>
<tr>
<td>1989</td>
<td>Gabow and Tarjan</td>
<td>[21]</td>
<td>$O(mn^{1/2} \log nU)$</td>
</tr>
</tbody>
</table>

### Parallel Algorithms

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
<th>Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1988</td>
<td>Goldberg, Plotkin and Vaidya</td>
<td>[24]</td>
<td>$O(n^{1/2} \log^3 n \log nU)$</td>
<td>$O(n^3/\log n)$</td>
</tr>
<tr>
<td>1988</td>
<td>Gabow and Tarjan</td>
<td>[20]</td>
<td>$O((m^{1/2}/p) \log p \log nU)$</td>
<td>$O(m/(n^{1/2} \log^2 n))$</td>
</tr>
</tbody>
</table>

Table 2: Weighted bipartite graphs.
2 Non Weighted Bipartite Graphs

In this section we describe briefly some of the most important algorithms for finding maximum matchings in non weighted bipartite graphs.

2.1 Primitive Algorithm

- Type: sequential.
- Complexity: $O(mn)$.

This algorithm uses Theorem 1 (Berge). Since the graph is bipartite, a breadth-first search may be used to find an $M$-augmenting path in the following way:

1. Begin the search from $M$-free vertices in one bipartition of $G$, say $V^+$.  
2. In odd iterations of the search use $(E \setminus M)$-edges and in even iterations use $M$-edges.
3. If the search finds an $M$-free vertex in $V^-$, then we have an $M$-augmenting path.

Remarks:

1. If the search finishes without finding an $M$-free vertex in $V^-$ then there is no $M$-augmenting path in $G$, therefore $M$ is maximum, by Theorem 1.
2. If the search finishes as soon as an $M$-free vertex in $V^-$ is found, then we have a shortest $M$-augmenting path in $G$.
3. The search time bound is $O(m + n)$, which is $O(m)$ if we assume $G$ to be connected.

The primitive algorithm consists of $O(n)$ phases, each of which consists of a breadth-first search for an augmenting path. If any augmenting path exists, the search finds a shortest one and the matching is augmented (Lemma 2). Therefore, the algorithm time bound is $O(mn)$. 
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2.2 Hopcroft and Karp’s Algorithm

- **Authors:** Hopcroft and Karp [26].
- **Date:** 1973.
- **Type:** sequential.
- **Complexity:** $O\left( mn^{1/2} \right)$.

Unlike the primitive algorithm (Section 2.1), which finds only one $M$-augmenting path in each phase, Hopcroft and Karp’s algorithm searches for a maximal disjoint collection of shortest $M$-augmenting paths. This collection can be found using the breadth-first search described in Section 2.1. The search stops as soon as an $M$-free vertex in $V^-$ is visited, though it completes that iteration, looking for other $M$-free vertices at the same level. Then, a depth-first search is performed, starting at $M$-free vertices in $V^-$, using only vertices visited in the first search, to determine the collection. The search time bound is $O\left( m + n \right)$, which is $O\left( m \right)$ if we assume $G$ to be connected.

Hopcroft and Karp discovered that if the matching is augmented using a maximal collection in each phase, instead of just one augmenting path, the number of phases is reduced to $O\left( \sqrt{n} \right)$. Thus, Hopcroft and Karp’s algorithm time bound is $O\left( m \sqrt{n} \right)$. This is the most efficient sequential algorithm known, provided $G$ is not dense. When the graph is dense it is perhaps better to use an algorithm due to Alt, Blum, Mehlhorn and Paul [3], which has complexity $O\left( n^{3/2} \sqrt{m/\log n} \right)$.

Even and Tarjan [15] observed the similarity between Hopcroft and Karp’s algorithm and Dinic’s algorithm [10].
2.3 Kim and Chwa’s Parallel Algorithm

- Authors: Kim and Chwa [27].
- Date: 1987.
- Type: parallel.
- Complexity: $O(n \log n \log \log n)$.
- Processors: $O(n^2 / \log n)$.
- Model: PRAM and CREW.

This algorithm is similar to the primitive algorithm (Section 2.1), however the search for shortest $M$-augmenting paths is done in parallel. Instead of a breadth-first search, this algorithm uses an even simpler mechanism for finding $M$-augmenting paths, namely, a straightforward parallel computation of the product of adjacency matrices.

2.4 Goldberg, Plotkin and Vaidya’s Parallel Algorithm

- Authors: Goldberg, Plotkin and Vaidya [24].
- Date: 1988.
- Type: parallel.
- Complexity: $O\left(n^{2/3} \log^3 n\right)$.
- Processors: $O(n^2 / \log n)$.
- Model: PRAM and CRCW.

This algorithm works in two phases. In the first phase, a variation of an algorithm called $\text{preflow}$ [25] is used. This variation is efficient when there are many $M$-free vertices incident to shortest $M$-augmenting paths. In the second phase, Kim and Chwa’s algorithm (Section 2.3) is then used. A proper balancing of the two phases leads to a sublinear running time.
3 Weighted Bipartite Graphs

When the graph is weighted, there are several variants of the problem, some of which are outlined below:

(i) Minimum cost perfect matching - among perfect matchings, choose one having minimum cost.

(ii) Minimum cost matching - among all matchings, choose one having minimum cost.

(iii) Minimum cost maximum matching - among all maximum matchings, choose one having minimum cost.

(iv) Maximum cost perfect matching - among all perfect matchings, choose one having maximum cost.

(v) Maximum cost matching - among all matchings, choose one having maximum cost.

(vi) Maximum cost maximum matching - among all maximum matchings, choose one having maximum cost.

Lemma 3 The following problems are equivalent: (i) and (iv), (ii) and (v), and (iii) and (vi).

Proof: The reductions are done by simply replacing cost function $c$ by $-c$. □

Problems (ii) and (iii) are reduced to problem (i). The reductions may be found in [4]. Thus, variants (ii)–(vi) are reduced to variant (i).

We use a dual variable $y : V \to \mathbb{R}$ in order to solve the problem. If

$$y(u) + y(v) \leq c(u, v), \forall (u, v) \in E,$$

then $y$ is called $c$-independent.
We denote by $E_{y,c}$ the set of edges satisfying (1) with equality, that is,

$$E_{y,c} := \{(u, v) \in E : y(u) + y(v) = c(u, v)\}.$$

Let $M$ be a matching in $G$ and $y$ be a dual variable. The pair $(M, y)$ is $c$-admissible if $y$ is $c$-independent and the following properties are satisfied:

(i) $M \subseteq E_{y,c}$.

(ii) For every non-$M$-free vertex $v$ of $V^+$ ($V^-$) and for every $M$-free vertex $w$ in $V^+$ (respectively, $V^-$), $y(v) \leq y(w)$.

The next Lemma in fact shows that it is possible to find a minimum cost matching of any given cardinality. This result is presented in [4].

**Lemma 4** If $(M, y)$ is a $c$-admissible pair, then $M$ has minimum cost among all matchings in $G$ of cardinality $|M|$.

**Proof:** Let $N$ be a matching in $G$ such that $|N| = |M|$. Adding (1) over all edges in $N$ yields

$$y(VN) \leq c(N),$$

where $VN$ is the set of vertices incident to edges in $N$.

Since $M \subseteq E_{y,c}$, each $M$-edge satisfies (1) with equality. Adding (1) over all edges in $M$ yields

$$y(VM) = c(M),$$

where $VM$ is the set of vertices incident to edges in $M$.

Let $X := VM \cap V^+ \setminus VN$ and $Y := VN \cap V^+ \setminus VM$. By definition of $c$-admissible pair (ii), for each vertex $v$ in $X$ and for each vertex $w$ in $Y$, $y(v) \leq y(w)$. By hypothesis, $|M| = |N|$, whence $|X| = |Y|$. Thus,

$$y(VM \cap V^+) \leq y(VN \cap V^+).$$

Similarly, $y(VM \cap V^-) \leq y(VN \cap V^-)$. Thus,

$$y(VM) \leq y(VN).$$
Therefore,
\[ c(M) = y(VM) \leq y(VN) \leq c(N). \]

**Corollary 5** Let \( M \) be a perfect matching in \( G \). If \( y \) is \( c \)-independent and \( M \subseteq E_{y,c} \), then \( M \) is a minimum cost perfect matching in \( G \). \( \square \)

### 3.1 Hungarian Search

- **Authors:** Kuhn [29, 30] and Munkres [34].
- **Date:** 1955 and 1957.
- **Type:** sequential.
- **Complexity:** \( O(mn^2) \).

This algorithm finds a minimum cost maximum matching in \( G \). It has two important variables, namely, \( M \), a matching, and \( y \), a dual variable. During the execution of the algorithm, the following property is preserved: pair \((M, y)\) is \( c \)-admissible. The Hungarian search consists of phases, each of which is composed of two steps:

1. Usage of the primitive algorithm (Section 2.1) in order to extend \( M \) to a maximum matching in \( G[E_{y,c}] \).

2. If \( M \) is maximum, then by Lemma 4 it has minimum cost among all maximum matchings in \( G \); otherwise, maintaining pair \((M, y)\) \( c \)-admissible, an adjustment in \( y \) is done in order to enlarge \( VG[E_{y,c}] \). There is no guarantee that an \( M \)-augmenting path will then be found but in that case new adjustments will be done.
3.2 Edmonds and Karp’s Algorithm

- Authors: Edmonds and Karp [13].
- Date: 1972.
- Type: sequential.
- Using heap [1, 31], complexity: $O(mn \log n)$.
- Using Fibonacci heap [16], complexity: $O(mn + n^2 \log n)$.

This algorithm finds a minimum cost maximum matching in $G$.

Dijkstra’s algorithm [9] is used to determine the adjustment of the dual variable, in such a way that each run of Dijkstra’s algorithm corresponds to one adjustment of the dual variable. Moreover, every adjustment is guaranteed to yield at least one augmenting path in $G_{E, c}$. Thus, this algorithm requires $O(n)$ phases of the Hungarian Search (Section 3.1).

Fredman and Tarjan, in 1984, developed a new heap implementation, called Fibonacci heap [16], that improves the running time to

$$O(mn + n^2 \log n).$$

3.3 Algorithm with Scaling – Gabow

- Author: Gabow [19].
- Date: 1985.
- Type: sequential.
- Complexity: $O(mn^{2/3} \log U)$.
- Restriction: integrality of cost function $c : E \to \mathbb{Z}$.

$U$ is the greatest absolute value among edge costs.
This algorithm finds a minimum cost perfect matching in $G$. By scaling the following technique is meant: for each edge, a cost equal to half of the original cost is taken, and a solution is found recursively; based on this solution the algorithm determines a solution for the original problem. It is clear that this technique requires integrality of cost function $c$.

This technique was introduced, in this context, by Edmonds and Karp in 1972 [13].

3.4 Scaling and Approximation Algorithm of Gabow and Tarjan

- Authors: Gabow and Tarjan [21].
- Date: 1989.
- Type: sequential.
- Complexity: $O \left( mn^{1/2} \log nU \right)$.
- Restriction: integrality of cost function $c : E \to \mathbb{Z}$.

This algorithm finds a minimum cost perfect matching in $G$, using scaling and approximation. By approximation we mean the following: cost function $c$ is uniformly multiplied by a sufficiently large constant $K$ (in this case, $K = \left\lceil \frac{n+1}{2} \right\rceil$); thus any matching $M$ whose cost $c(M)$ is sufficiently near the optimum cost $C$ (that is, $c(M) < C + K$) is in fact optimal.
3.5 Scaling and Approximation Parallel Algorithm of Goldberg, Plotkin and Vaidya

- Authors: Goldberg, Plotkin and Vaidya [24].
- Date: 1988.
- Type: Parallel.
- Complexity: $O\left(\frac{n^{2/3}\log^3 n \log nU}{\log n}\right)$.
- Processors: $O\left(\frac{n^3}{\log n}\right)$.
- Model: PRAM and CRCW.
- Restriction: integrality of cost function $c : E \rightarrow \mathbb{Z}$.

This algorithm finds a minimum cost perfect matching in $G$. It is a parallel algorithm which uses scaling and approximation. The constant used in the approximation is $\left\lceil \frac{n+1}{2} \right\rceil$.

3.6 Scaling and Approximation Parallel Algorithm of Gabow and Tarjan

- Authors: Gabow and Tarjan [20].
- Date: 1988.
- Type: Parallel.
- Complexity: $O\left(\left(\frac{mn^{1/2}}{p}\right) \log p \log nU \right)$.
- Processors: $p$, where $p$ is at most $\frac{m}{n^{1/2} \log^2 n}$.
- Model: PRAM and EREW.
- Restriction: integrality of cost function, that is, $c : E \rightarrow \mathbb{Z}$.

This algorithm finds a minimum cost perfect matching in $G$. It is a parallel algorithm which uses scaling and approximation. The constant used in the approximation is $\left\lceil \frac{n+1}{2} \right\rceil + n$. 
4 General Graphs

Tables 3 and 4 describe briefly some of the most important algorithms for solving the general problem, in which the graph is not necessarily bipartite. The algorithm of Mulmuley, Vazirani and Vazirani [33], showed in Table 3, is probabilistic (Monte Carlo).

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1975</td>
<td>Even and Kariv</td>
<td>[14]</td>
<td>(O(\min{n^{5/2}, mn^{1/2}\log n}))</td>
</tr>
<tr>
<td>1976</td>
<td>Gabow</td>
<td>[18]</td>
<td>(O(n^3))</td>
</tr>
<tr>
<td>1980</td>
<td>Micali and Vazirani</td>
<td>[32]</td>
<td>(O(mn^{1/2}))</td>
</tr>
<tr>
<td>1990</td>
<td>Blum</td>
<td>[7]</td>
<td>(O(mn^{1/2}))</td>
</tr>
</tbody>
</table>

Table 3: Non weighted graphs.

<table>
<thead>
<tr>
<th>Date</th>
<th>Authors</th>
<th>Ref.</th>
<th>Complexity</th>
<th>Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>Mulmuley, Vazirani and Vazirani</td>
<td>[33]</td>
<td>(O(\log n))</td>
<td>(O(n^{1/2}m))</td>
</tr>
</tbody>
</table>

Table 4: Weighted graphs.
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