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Abstract

Voting is the traditional mechanism used for maintaining the consistency of replicated data in distributed systems. One of the problems involved in voting mechanisms is the size of the quorums needed on each access to the data. To reduce the quorum size needed for voting, some protocols for copy consistency organize the copies into some logical structure, and use the this structure during the voting process.

We present two new protocols for maintaining copy consistency. Both protocols organize the copies into a ring structure, and use the adjacency property to reduce the read and write quorums. The flat ring protocol uses one single ring and achieves a read quorum of two copies (constant), and a write quorum equal to the majority of copies. The hierarchical ring protocol is a generalization of the flat ring protocol and uses a multi-level ring structure. The read quorum in the hierarchical ring protocol is independent on the total number of copies, and the write quorum is, in general, smaller than the majority of the copies. Both protocols are tolerant to multiple failures and do not need any special reconfiguration procedures when failures occur.
1 Introduction

Data replication is usually used to improve reliability in distributed systems. Keeping copies of the same logical data at different sites avoids that the data become inaccessible due to failures in the system, making the system more reliable. Another potential advantage is better access response time, since the data may be accessed from a nearer site, or even locally.

One problem that must be solved when using replication is how to maintain the copies in a consistent state when multiple accesses are being made. There must exist a control protocol responsible for synchronizing the accesses so that the logical data is kept consistent. This protocol must also be tolerant to processor and network failures.

Voting was one of the first mechanisms used to maintain consistency of replicated data. A simple protocol that uses voting is to allow access to the data item only if permissions from the majority of copies are obtained [18]. A variation of this simple protocol is to assign votes to each copy, and to allow access if a majority of the total number of votes is obtained [12]. In both cases, the quorum required for reading and writing may vary, provided that the sum of read and write quorums is greater than the total of votes, and that the write quorum is at least equal to the majority of the votes. Other variations of the voting protocol have been proposed, such as dynamic voting [7, 13, 17], voting with witnesses [16], voting based on virtual partitions [1], voting with fragmentation [3] and multidimensional voting [5].

The main problem in protocols that use voting is the size of the quorums needed on each access to the replicated data. To solve this problem, some authors have proposed to organize the copies into some logical structure, and then use this structure to reduce the quorum sizes [2, 9, 14, 4]. In [9] the copies are organized into a $\sqrt{n} \times \sqrt{n}$ grid (where $n$ is the number of copies), reducing the quorums to size $O(\sqrt{n})$; [14] uses hierarchical quorum consensus to reduce the quorum size to $n^{0.63}$; [4] reduces the quorum to size $O(\log n)$ by organizing the copies into a tree structure.
We propose a new scheme to maintain copy consistency that also uses a logical structure to construct the quorums. The copies are organized into a ring structure, and the adjacency properties are used to reduce considerably the read quorum without increasing unacceptably the write quorum. We present two protocols. In the first one the copies are organized into a single ring. The read quorum is constant, equal to two, and the write quorum is the majority of the alternating copies in the ring. Availability is high for read operations but low for the case of write operations with a large number of copies. We call this the flat ring protocol.

In the second protocol the copies are organized into a multi-level hierarchical ring structure, where the elements in a ring at one level are rings at the level immediately below, and the copies are the elements at the lowest level rings. The read quorum is exponential with number of levels, independent on the number of copies; the write quorum depends on the number of elements at each level, and is always less than or equal to the majority of the copies. We call this the hierarchical ring protocol. Compared to the flat protocol, the hierarchical protocol achieves a much better write availability with a slight decrease in read availability. Both protocols are tolerant to failures and network partitioning, with the advantage that in case of failures there is no need to reconfigure the logical structure.

In the next section we describe the system model adopted. Section 3 gives the motivation for this work, and describes the protocols in detail. A discussion about the availability provided by the protocols is presented in section 4. Section 5 compares the hierarchical protocol with related work. Finally, section 6 presents the conclusions.

2 Model

A distributed system consists of a collection of independent processors which communicate only by exchanging messages through a communication system. Each processor has its own local memory, and is also referred as a node. A node may become inaccessible due to its own fail-
lure, to other nodes failures, or to failures in the communication system\textsuperscript{1}. Failures may lead to network partitioning, where the system is divided in groups of nodes called partitions [10]. Nodes within the same partition can communicate, but nodes from different partitions become inaccessible to each other.

Data is replicated by storing copies of the same logical data item at different nodes. Two operations, read and write, are allowed on replicated data. Before performing the operation a node must obtain permission from a number of copies (quorum) using a control protocol.

To represent the quorums we will use the coterie notation [11]. Let \( S \) be the set of nodes that have a copy of the replicated data. A \textit{coterie} over \( S \) is defined as a pair of sets \( W = \{w_1, \ldots, w_n\} \) and \( R = \{r_1, \ldots, r_m\} \) such that their elements are subsets of \( S \) and have the following properties:

1. Minimality: there is no pair \((a, b)\) of elements in \( W \) (\( R \)) such that \( a \) is a proper subset of \( b \).

2. Intersection: every pair of elements in \( W \) has a non-empty intersection, and any element in \( R \) has a non-empty intersection with every element in \( W \).

Sets \( R \) and \( W \) will represent, respectively, the read \((q_r)\) and write \((q_w)\) quorums.

In relation to protocol correctness we will adopt the \textit{one-copy serializability} [8] criterion, which states that, in order to maintain the consistency in replicated copies, two write operations, or one write operation and one read operation, cannot take place independently. Note that the quorums constructed following the definition of coteries satisfy this criterion.

\textsuperscript{1}We consider that both nodes and communication system components are \textit{fail-stop}, i.e., they do not behave maliciously but rather become inoperative in the presence of failures.
3 The Ring Protocols

This section gives the motivation for this work, and describes the flat protocol and the hierarchical protocol in detail.

3.1 Motivation

All existing control protocols for replicated data rely on the tradeoff between the cost for reading, the cost for writing, data availability, and the protocol tolerance to node failures. For example, the read-one write-all scheme needs only one copy as read quorum, but has the inconvenience of having a write quorum equal to the total number of copies (thus not tolerating a single node failure).

The main motivation for our work was to develop a protocol which had a constant (low) cost for reading, while maintaining an acceptable cost for writing, since we are interested in systems where read operations are much more frequent than write operations.

We will present the flat protocol first; the hierarchical ring protocol, being a generalization of the flat protocol, will be presented later.

3.2 The Flat Ring Protocol

In this protocol, all copies of a replicated data item are organized into a ring structure. Read and write quorums will be obtained by specific algorithms for quorum construction. These algorithms use the adjacency information to guarantee quorum intersection, and to maintain the quorum sizes small.

A read quorum is formed by getting access permission from any two adjacent copies in the ring. A write quorum is formed by getting access permission from half of alternating copies plus any other copy, thus requiring the majority of the total number of copies.

As an example, consider a replicated data item with six copies (figure 1). The following sets of nodes are eligible for read quorum: \{1,2\}, \{2,3\},

\footnote{We compare our protocol to existing ones, relative to this tradeoff, in section 5.}
Let a data item. A ring structure is easily imposed on it by defining
the successor (s succeeds i) and predecessor (s pred (i)) operations. These
operations use the existing adjacency relations in S (s1 precedes s2 and s2
precedes s1, for example) and the fact that, in a ring, s1 succeeds sn
and s2 precedes s1. Both operations receive as an argument the position
i (1 ≤ i ≤ n) of a node si ∈ S, and return i successor or predecessor,
depending on the operation (figure 2).

Another operation defined is GetPermission(i), which returns the value
TRUE (success) if node si allows access to its own copy of the item.
GetPermission(i) returns FALSE when either node si refuses access or
it cannot be contacted (due to si’s own failure or network partitioning).

3The fact that the quorums are distinct and have the same size shows that they
satisfy the minimality property; the intersection property will be shown later, when
proving the protocol correctness.
Pre(pos)
{
    if (pos == 1) return(n)
    else return(pos-1)
}

Suc(pos)
{
    if (pos == n) return(1)
    else return(pos+1)
}

Figure 2: The successor and predecessor operations in the flat ring protocol.

3.2.2 Quorum Construction

To obtain a read quorum it suffices to get access permission from any pair of adjacent copies in the ring. The read construction quorum algorithm (figure 3) will traverse the ring until either a quorum is obtained or all copies have been examined (in which case the quorum was not obtained and the request for reading is refused).

A write quorum is obtained by getting access permission from the majority of copies in such a way that every pair \((s_i, s_j)\) of adjacent nodes in the ring has at least one node in the quorum \((s_i \in q_w \text{ or } s_j \in q_w)\). The algorithm is shown in figure 4.

3.2.3 Proof of Correctness and Non-equivalence with Vote Assignment

As mentioned in section 2, in order to show that the protocol is correct it is sufficient to prove that it implements one-copy serializability. In other words, we must show that it does not permit two conflicting operations (two write operations, or one write and one read operations) to occur at the same time. We do that by proving the following lemmas.

**Lemma 1** In a ring of size \(n\), the flat protocol guarantees that there is a non-empty intersection between any read and write quorums.
GetReadQuorum() 
{
    quorum = num_examined = 0
    copy = i (1 ≤ i ≤ n)
    while ((quorum == 0) && (num_examined < n))[
        if (GetPermission(copy))[
            copy = Suc(copy)
            quorum = GetPermission(copy)
            num_examined++
        ]
        copy = Suc(copy)
        num_examined++
    ]
    return(quorum)
}

Figure 3: The algorithm for constructing read quorums in the flat ring protocol.

Proof. It follows from the quorum construction algorithms. The read quorum is formed by two adjacent nodes in the ring; the write quorum construction algorithm guarantees that there is no pair of adjacent nodes in the ring so that both nodes in the pair are not part of the write quorum. Therefore, there is always a non-empty intersection between any read and write quorums.

Lemma 2 In a ring of size n, the flat protocol guarantees that there is a non-empty intersection between any write quorums.

Proof. It follows from the fact that the write quorum is formed by the majority of copies (\(\lfloor \frac{n}{2} \rfloor + 1\)) in the ring. Since \(2(\lfloor \frac{n}{2} \rfloor + 1) > n\), it is guaranteed that the intersection between any write quorum is non-empty.

An interesting property of the flat protocol is that the coterie it generates cannot be generated by any vote assignment in the voting protocol [12].
Try(copy)
{
    quorum = fail = num_examined = 0
    while (!fail && (num_examined < \frac{n}{2})){
        if (GetPermission(copy)){
            copy = Suc(Suc(copy))
            num_examined++
        } else fail = 1
    }
    if (fail) return(0)
    else {
        if (!odd(n)) copy = Pred(copy)
        quorum = GetPermission(copy)
        return(quorum)
    }
}

GetWriteQuorum()
{
    quorum = num_examined = 0
    copy = i (1 ≤ i ≤ n)
    while ((quorum) && (num_examined < n)){
        quorum = Try(copy)
        copy = Suc(copy)
        num_examined++
    }
    return(quorum)
}

Figure 4: The algorithm for constructing write quorums in the flat ring protocol.
Lemma 3 There is no vote assignment equivalent to the flat protocol.

Proof. By contradiction. Consider the ring shown in figure 1. Let \( v_1, \ldots, v_6 \) be the votes assigned to the 6 copies and \( V_i \) the total number of votes. Consider the two eligible write quorum sets of copies \( \{1,3,4,5\} \) and \( \{1,2,4,6\} \), and two other sets that are not eligible quorums \( \{1,2,3,4\} \) and \( \{1,4,5,6\} \). For a vote assignment to be equivalent to the flat protocol the following must hold:

\[
\begin{align*}
  v_1 + v_3 + v_4 + v_5 &> V_i/2 \quad (1) \\
  v_1 + v_2 + v_4 + v_5 &> V_i/2 \quad (2) \\
  v_1 + v_2 + v_3 + v_4 &< V_i/2 \quad (3) \\
  v_1 + v_4 + v_5 + v_6 &< V_i/2 \quad (4)
\end{align*}
\]

there is a quorum

there is not a quorum

Solving (1) and (3) we conclude that \( v_2 < v_5 \). Solving (2) and (4) we conclude that \( v_5 < v_2 \), which is a contradiction. Therefore, there is no vote assignment (using positive integers) that satisfies both conditions, and the lemma follows.

3.3 The Hierarchical Ring Protocol

The hierarchical protocol is a generalization of the flat ring protocol. The structure used is a multi-level hierarchy of rings, where the elements at the lowest level rings are the data item copies, and the elements at higher levels are rings of the level immediately below. Rings at different levels may have varying number of elements, but rings at the same level have always the same number of elements — the total number of copies will be the product, over all levels, of the number of elements in the rings at each level. (figure 5).

Quorum construction is similar to the flat protocol, but happens level by level, from the lowest to the highest. A read quorum, for example, would be formed by getting read access permission from any two adjacent elements at the highest level. To get read access permission from an element at one level means to form a read quorum in the ring corresponding to that element. This procedure is repeated recursively until
the lowest level is reached. At the lowest level the access permission is asked from the copies. The write quorum is constructed in a similar way.

Consider the example shown in figure 6. The replicated data item has 15 copies organized in a 2-level ring hierarchy. At the first level the copies are grouped in rings with three elements (copies) each. At the second level the ring is composed by five elements (rings of the first level). Some eligible read quorums are \( \{1,2,13,14\}, \{2,3,4,5\} \) and \( \{7,8,11,12\} \), from 45 possible quorums. Some eligible write quorums are \( \{1,2,7,8,10,11\}, \{4,5,11,12,14,15\} \) and \( \{7,9,13,15,2,3\} \), from 135 possible quorums. Notice that the eligible quorums in the hierarchical protocol are also \textit{colerics}.

In the traditional voting protocol with 15 copies and a read quorum of four copies, there would be necessary a write quorum of at least 12 copies. In the hierarchical protocol a write quorum of only six copies is enough.

### 3.3.1 The Hierarchical Ring Structure

Let \( S = \{s_1, \ldots, s_n\} \) be the set of nodes that store a copy of a replicated data item. A hierarchical ring structure is imposed on this set by organizing the copies into a \( L \)-level hierarchy in such a way that copies are elements at level 0, and others logical elements (rings) are defined at higher levels. An element at level 1 is a ring composed by \( m_1 \) copies. An element at level 2 is a ring composed by \( m_2 \) elements at level 1. Gene-

![Hierarchical Ring Structure Diagram](image-url)
Figure 6: Fifteen copies organized in a 2-level ring hierarchy.

ralizing, an element at level \( i \) is a ring composed by \( m_i \) elements at level \( i-1 \) (\( 1 \leq i \leq L \)). The total number of copies is given by \( \prod_{i=1}^{L} m_i \).

To simplify the description of the quorum construction algorithms we use the following notation: an element position at level \( i \) is defined uniquely only with respect to the element to which it belongs at level \( i+1 \) (figure 7). This notation is used to simplify a reference to any element at any level by the quorums constructions algorithms. An element of a ring at level \( i \), for example, is identified by its position \( p \) (\( 1 \leq p \leq m_i \)) inside that ring.

Since rings in the hierarchial protocol may have a different number of elements, we have to modify the successor and predecessor operations defined in the flat protocol, introducing the size of the ring as a new argument (figure 8). The operation \texttt{GetPermission}(i) remains the same, with \( 1 \leq i \leq n \).

3.3.2 Quorum Construction

In the hierarchial ring protocol the quorums are formed iteratively, level by level. Quorum construction at each level of the ring hierarchy is similar to quorum construction at the flat protocol. A read quorum at
Figure 7: Element positions with respect to the next higher level.

Pre(pos,size)
{  
  if (pos == 1)
    return(size)
  else
    return(pos-1)
}

Suc(pos,size)
{  
  if (pos == size)
    return(1)
  else
    return(pos+1)
}

Figure 8: Successor and predecessor operations in the hierarchical ring protocol.
a level \(i\) is formed by successfully constructing two other read quorums in two adjacent elements at level \(i - 1\). A write quorum at level \(i\) is formed by successfully constructing other write quorums in a majority of alternating elements at level \(i - 1\).

The read and write quorum construction algorithms are defined recursively. A request for access permission to an element at level \(i\) is implemented by calling the algorithm recursively for the corresponding elements at level \(i - 1\). At level 0, the request is made directly to the copies. Two arguments are needed to the algorithm: the current level and the global position (relative to level \(L\)) of the first element at the current level. The former identifies the level where the algorithm is currently trying to form the quorum. The latter is used to calculate the global position of a copy at level 0 and will be the argument of the \texttt{GetPermission}(i) operation. Figures 9 and 10 show, respectively, the read and write quorum construction algorithms.

### 3.3.3 Quorum Size

Let \(L\) be the number of levels in the ring hierarchy, \(m_i(1 \leq i \leq L)\) be the number of elements at level \(i - 1\) that compose an element at level \(i\), and \(n = \prod_{i=1}^{i=L} m_i\) be the total number of copies. The read and write quorum sizes in the hierarchical ring protocol are:

\[
q_r = 2^L \quad \text{and} \quad q_w = \prod_{i=1}^{i=L} \left\lceil \frac{m_i}{2} \right\rceil + 1
\]

Notice that the read quorum size is exponential with \(L\) and is independent from the values of \(n\) and \(m_i\). Therefore, to reduce the read quorum we should minimize \(L\). The larger the value of \(m_i\), the smaller will be the proportion \(q_r/n\). The write quorum is always less than or equal to the majority of the total number of copies \(\left(\prod_{i=1}^{i=L} \left\lceil \frac{m_i}{2} \right\rceil + 1 \leq \left\lceil \left(\prod_{i=1}^{i=L} m_i\right)/2 \right\rceil + 1\right)\), and decreases when \(L\) increases.

In a system where the number of read operations is much larger than the number of write operations, the value \(L\) must be set to the as large
ReadQuorum(level,first)
{
    if (level > 0)
    {
        quorum = num_examined = 0
        element = i (1 ≤ i ≤ m[level])
        while ((quorum) && (num_examined < m[level])){
            if (ReadQuorum((level+1),(m[level-1]×(first+element-2)))+1))
                element = Suc(element,m[level])
            quorum = ReadQuorum((level+1),(m[level-1]×(first+element-2)))+1)
            num_examined++
        }
        element = Suc(element,m[level])
        num_examined++
    }
    return(quorum)
}
else return(GetPermission(first))
}

GetReadQuorum()
{
    return(ReadQuorum(1,1))
}

Figure 9: Algorithm for constructing read quorums in the hierarchical ring protocol.
Try(element, level, first)
{
  if (level > 0) {
    quorum = fail = num_examined = 0
    while (((fail) & (num_examined < \[ m_{level} \]))){
      if (WriteQuorum(level-1, (m[1][level]+1)*((first+element-2)+1))){
        element = Succ(element, m[level])
        num_examined++
      }
    }
    else fail = 1
  }
  if (fail) return(0)
  else {
    if (!odd(m[level])) element = Pred(element, m[level])
    quorum = WriteQuorum(level-1, (m[level-1]+1)*((first+element-2)+1))
    return(quorum)
  }
  else return(GetPermission(first))
}

WriteQuorum(level, first)
{
  quorum = num_examined = 0
  element = i (1 \leq i \leq m[level])
  while (((quorum) & (num_examined < m[level]))){
    quorum = Try(element, level, first)
    element = Succ(element, m[level])
    num_examined++
  }
  return(quorum)
}

GetWriteQuorum()
{
  return(WriteQuorum(1, 1))
}

Figure 10: Algorithm for constructing write quorums in the hierarchical ring protocol.
Figure 11: Expected read quorum size.

as possible, considering the resulting read quorum size. Another factor
to consider when determining the values of $L$ and $m_i$ is data availability.
Data availability of read and write operations in the flat protocol and in
the hierarchical protocol will be discussed in section 4.

A particular instance of the hierarchical protocol is the case where
the number of elements per ring is the same at all levels. Let $m_i = d$
($1 \leq i \leq L$). The number of levels is $L = \log_d n$ and the resulting
quorum sizes are:

$$ q_r = n^{\log_d 2} \quad \text{and} \quad q_w = (\left\lfloor \frac{d}{2} \right\rfloor + 1)^{\log_d n} $$

In this case, if we make, for example, $d = \sqrt{n}$, we have $L = 2$, $q_r = 4$
and $q_w = \frac{n}{4} + \sqrt{n} + 1$ (for $d$ even) or $q_w = \frac{n+2\sqrt{n}+1}{4}$ (for $d$ odd) — a small
and constant read quorum, and a write quorum which is asymptotically less than the majority of the total number of copies.

Figures 11 and 12 show comparative plots of the expected read and write quorum sizes. We compare the hierarchical protocol (with $L = 2; m_1 = m_2 = \sqrt{n}$) against the read-one write-all scheme (ROWA), voting [18], hierarchical quorum consensus (HQC) [14] and the grid protocol [9]. Considering the tradeoff between the read and write operations costs for a large number of copies, in systems where read operations are more frequent, the hierarchical protocol has outstanding advantages.

3.3.4 Proof of Correctness and Non-equivalence with Vote Assignment

As in the flat protocol, we must show here that the hierarchical ring protocol does not allow two conflicting operations to occur at the same
time. We do that by proving the following lemmas.

Lemma 4 In a $L$-level ring hierarchy, the hierarchical ring protocol guarantees that there is a non-empty intersection at level 0 between any read and write quorums.

Proof. By induction on the levels of the ring hierarchy.

Basis. We have to show that the lemma holds for the highest level of the ring hierarchy. So, we also have to prove the following lemma:

Lemma 5 In a $L$-level ring hierarchy, the hierarchical ring protocol guarantees that at level $L$ there is a non-empty intersection between any read and write quorums.

Proof. $L$ is the highest level in the ring hierarchy and has a single ring composed of $m_L$ elements. Since quorums in the hierarchical protocol are constructed in a similar way to the flat protocol, the proof follows from Lemma 1.

Hypothesis. There is a non-empty intersection at a level $i$ (1 $\leq$ $i$ $\leq$ $L$) of the ring hierarchy between any read and write quorums.

Step. We must show that if there is a non-empty intersection between the read and write quorums at level $i$, there must also be a non-empty intersection at level $i - 1$.

If there is a non-empty intersection at level $i$, there must be at least one element at level $i - 1$ that belongs to both the read and the write quorums. That element may be either a copy at level 0, which completes the proof, or a ring, composed by $m_{i-1}$ elements at level $i - 2$, where read and write quorum was formed. If the element is a ring, by Lemma 1, there must be a non-empty intersection between the quorums at level $i - 2$ and, therefore, there must be a non-empty intersection between them at level $i - 1$. Hence, the lemma follows.

Lemma 6 In a $L$-level ring hierarchy, the hierarchical ring protocol guarantees that there is a non-empty intersection at level 0 between any pair of write quorums.
Proof. The proof is analogous to the proof of Lemma 4.

We now show that the coterie generated by the hierarchical ring protocol cannot be generated by any vote assignment in the voting protocol [12].

Lemma 7 There is no vote assignment equivalent to the hierarchical ring protocol.

Proof. By contradiction. Consider the ring shown in figure 6. Let \( v_1, \ldots, v_{15} \) be the votes assigned to the 15 copies and \( V \) the total number of votes. Consider the two eligible write quorum sets of copies \( \{1,2,7,8,10,11\} \) and \( \{4,5,10,12,13,14\} \), and two other sets that are not eligible quorums \( \{1,2,7,8,10,13\} \) and \( \{4,5,10,11,12,14\} \). In a way analogous to the proof of Lemma 3, we conclude that \( v_{13} < v_{11} \) and \( v_{11} < v_{13} \), which is a contradiction. Hence, the lemma follows.

4 Availability

In this section we analyse the probability of forming a quorum, in both the flat protocol and in the hierarchical protocol, considering the reliability of the nodes.

In a failure free environment, every quorum requested by a node needing to access the replicated data item is successfully formed (providing that other nodes are not taking part in some other write operation). When failures are allowed to happen in the system, there may occur situations where a node cannot form the quorum required to the operation it needs to perform. Such situations must be avoided by the control protocol.

In the flat protocol, a read quorum can be formed as long as there are at least two accessible nodes which are adjacent in the ring. The write quorum can be formed while there are not two inaccessible adjacent nodes in the ring. Therefore, in the worst case, the flat protocol will tolerate failures of \( \left\lceil \frac{n}{2} \right\rceil - 1 \) nodes \( (n) \) is the total number of copies) for read quorum construction, and of a single node for write quorum construction. In the
best case, it will tolerate failures of \( n - 2 \) nodes for read quorum, and of \( \lceil \frac{n}{2} \rceil - 1 \) nodes for write quorum. In a similar manner, the hierarchical protocol, in the worst case, will tolerate failures of \( \prod_{i=1}^{\lceil \frac{L}{2} \rceil} \left[ \frac{n}{2} \right] - 1 \) nodes for read quorum construction, and of \( 2^L - 1 \) nodes for write quorum construction. In the best case, it will tolerate failures of \( n - 2^L \) nodes for read quorum, and of \( \prod_{i=1}^{\lceil \frac{L}{2} \rceil} \left[ \frac{n}{2} \right] - 1 \) nodes for write quorum construction.

Availability can be analysed by the likelihood that a read or write quorum is successfully formed, considering the reliability of the nodes. We assume that a node is independently accessible with probability \( \rho \) (\( 0 < \rho < 1 \)), and take \( \rho \) as a measure of the reliability of the nodes. We first derive expressions for the availability in the flat protocol of read and write operations. The availability of the operations in the hierarchical protocol are then expressed as recurrences based on the availability in the flat protocol.

To derive the availability of the read and write operations in the flat protocol we need to calculate the probability that some specific situations happen in the ring structure. These probabilities of interest, expressed recursively, are:

- Probability that two accessible (good) adjacent nodes exist in a ring of size \( n + 1 \) when it is known that one node is inaccessible (bad):

\[
P_{bg}^{gg}(n, \rho) = \begin{cases} 0 & (n = 0) \\ 0 & (n = 1) \\ (1 - \rho)P_{bg}^{gg}(n - 1, \rho) + \rho^2 & (n \geq 2) \
\end{cases}
\]

- Probability that two accessible adjacent nodes exist in a ring of size \( n + 1 \) when it is known that one node is accessible:

\[
P_{bg}^{gg}(n, \rho) = \begin{cases} \rho & (n = 1) \\ \rho + \rho(1 - \rho)P_{bg}^{gg}(n - 1, \rho) + (1 - \rho)^2 P_{bg}^{gg}(n - 2, \rho) & (n \geq 2) 
\end{cases}
\]
• Probability that two inaccessible adjacent nodes exist in a ring of size $n+1$ when it is known that two specific adjacent nodes are accessible and inaccessible, respectively:

\[
P_{gh}^{ib}(n, \rho) = \begin{cases} 
0 & (n = 1) \\
1 - \rho & (n = 2) \\
\rho P_{gh}^{ib}(n-1, \rho) + (1 - \rho)^2 + \rho(1 - \rho)P_{gh}^{ib}(n-2, \rho) & (n \geq 3)
\end{cases}
\]

• Probability that two accessible adjacent nodes and no two inaccessible adjacent nodes exist in a ring of size $n+1$ when it is known that one node is inaccessible:

\[
P_{g}^{gg\wedge ib}(n, \rho) = \begin{cases} 
0 & (n = 0) \\
0 & (n = 1) \\
\rho(1 - \rho)P_{g}^{gg\wedge ib}(n-2, \rho) + \rho^2(1 - P_{g}^{ib}(n-1, \rho)) & (n \geq 2)
\end{cases}
\]

• Probability that two accessible adjacent nodes and no two inaccessible adjacent nodes exist in a ring of size $n+1$ when it is known that one node is accessible:

\[
P_{g}^{gg\wedge ib}(n, \rho) = \begin{cases} 
\rho & (n = 1) \\
\rho(1 - P_{g}^{ib}(n-1, 1 - \rho)) + \rho(1 - \rho)(1 - P_{g}^{ib}(n-1, \rho)) + (1 - \rho)^2P_{g}^{gg\wedge ib}(n-2, \rho) & (n \geq 2)
\end{cases}
\]

With these probabilities it is straightforward to calculate the availability in the flat protocol. The availability of read operations $AF_r$ (the probability that two accessible adjacent nodes exist) in a ring of size $n$ is given by the following expression:

\[
AF_r(n, \rho) = \rho P_{g}^{gg}(n-1, \rho) + (1 - \rho)P_{g}^{ib}(n-1, \rho).
\]
To form a write quorum in the flat protocol there must not be any two inaccessible adjacent nodes in the ring (in order to get half of the alternating nodes) and there must be two accessible adjacent nodes (to complete the majority). So, the availability of write operations $AF_w$ in a ring of size $n$ is given by:

$$AF_w(n, \rho) = \rho P_n^{2^n-\rho}(n-1, \rho) + (1-\rho)P_n^{2^n-\rho}(n-1, \rho).$$

The availability in the hierarchical protocol must be calculated one level at a time. The availability of a level is expressed in terms of the availability of the level immediately below, and is calculated similarly to the flat protocol. Let $L$ be the number of levels in the ring hierarchy, and $m_i$ ($m_i \geq 2; 1 \leq i \leq L$) be the number of $i-1$ level elements that compose an element at level $i$. The availability of read operations $AH_r$ in the hierarchical protocol is given by the following recurrence:

$$AH_r(i) = \begin{cases} 
\rho & (i = 0) \\
AF_r(m_i, AH_r(i-1)) & (1 \leq i \leq L)
\end{cases}$$

The availability of write operations is calculated in an analogous way, and is given by:

$$AH_w(i) = \begin{cases} 
\rho & (i = 0) \\
AF_w(m_i, AH_w(i-1)) & (1 \leq i \leq L)
\end{cases}$$

Availability of read operations in the flat protocol is much higher than the availability in the voting protocol (specially for small values of $\rho$), and approaches rapidly to 1 when $n$ is large. Availability of write operations, however, is low in a comparison to the voting protocol, and decreases even further when the number of copies increases. This is due to the constraint imposed by the flat protocol that the write quorum must be formed with a majority of alternating copies in the ring.

The generalization into a ring hierarchy made in the hierarchical protocol allows a better relation between read and write availability. Keeping the number of elements per ring small increases the availability of
write operations, but decreases the availability of read operations (and vice versa). Depending on the acceptable size of the read and write quorums (which in turn depends on the number of elements per ring and on the number of levels in the ring hierarchy), it is possible to achieve an availability of write operations comparable to the voting protocol (specially for high values of \( \rho \)), with an availability of read operations even better. Figure 13 shows a comparative plot of availability in the flat protocol, the hierarchical protocol and the voting protocol. We considered an example with 20 copies and, in the hierarchical protocol, \( L = 2, m_1 = 4 \) and \( m_2 = 5 \).
5 Related Work

In this section we compare the hierarchical protocol to other existing protocols for maintaining the consistency of replicated data.

In the traditional voting mechanism [18], the write quorum must have at least the majority of the copies and the read quorum must be the complement of the write quorum plus any other copy. By those restrictions, reducing the read quorum implies increasing the write quorum. With a read quorum of a single copy, the voting mechanism falls into the extreme case of read-one write-all, where a read operation is made accessing only one copy, but write operations need access to all copies. A single node failure would be sufficient to make the replicated data item unavailable. In the hierarchical ring protocol, the write quorum is equal to or less than the majority of the copies (the latter case being the more frequent); the read quorum is small when compared to the total number of copies and much smaller than the complement of the write quorum.

By maintaining information about the system configuration, the virtual partitions protocol [1] achieves a one copy read quorum without increasing the write quorum. That protocol, however, requires additional procedures (rounds of messages) when failures occur in order to update the configuration information at each node. The hierarchical ring protocol needs a reduced read quorum (a minimum of just two copies is possible) without raising communications costs with reconfigurations procedures — the static hierarchical ring structure is sufficient to ensure copy consistency even in the presence of failures.

Other protocols that organize the copies in logical structures to maintain consistency are [9, 14, 4]. Those protocols achieve quorums smaller than the quorums in voting, and that do not grow linearly with the total number of copies. In the grid protocol [9], the copies are organized into a grid of dimension $\sqrt{n} \times \sqrt{n}$ (where $n$ is the total number of copies). A read quorum is formed by getting access permission from at least one copy at every column, and the write quorum is formed by a read quorum plus permissions from every copy in at least one row. The read and write quorums, thus, are of size $\sqrt{n}$ and $2\sqrt{n} - 1$, respectively. The
hierarchical quorum consensus protocol [14] uses a ternary tree where
the copies are at the leaves. A logical node in the tree votes favorably
to the quorum construction if it receives a favorable vote from the ma-
majority of its children. Repeating this process up to the highest level of
the tree, the quorum would be formed only if the root votes favorably.
The read and write quorums are of the same size and equal to \( n^{0.63} \).
In the tree quorum protocol [4], the copies are organized into a logical
tree structure, and the quorums are constructed by getting permissions
from copies that are part of specific traversals on the tree. In the best
case, the write quorum is proportional to \( O(\log n) \), and the read quorum
needs accessing only the copy corresponding to the root of the tree.

In both the grid and the hierarchical quorum consensus protocols,
the read quorum is small but grows, although not linearly, when the
total number of copies increases. [15] proposed a hierarchical grid proto-
col that improves data availability but keeps the same quorum sizes
of the grid protocol. In the hierarchical ring protocol, the read quorum
is small and, if the number of levels in the ring hierarchy is not chan-
ged, remains constant when the total number of copies increases. With
\( m_i = 3(1 \leq i \leq L) \), the hierarchical ring protocol achieves the same
results as the hierarchical quorum consensus does — including quorum
sizes and availability.

Assuming a critical point of view, the tree quorum protocol should
not be considered fully distributed, since the roles played by the copies
are not symmetric (the same criticism can also be made to the weighted
voting protocol [12] and its variants and extensions). In the tree quorum
protocol a read quorum of just one copy can only be formed if permission
from the root copy is obtained. By contrast, the (few) copies needed to
form the read quorum in the hierarchical ring protocol may be any copy
of the replicated data item.

Multidimensional voting [5] is another scheme for generating coteries
in distributed systems and, in particular, for replicated data control. It
consists in a generalization of the weighted voting originally proposed
in [12]. To each copy of the replicated data item it is assigned a vector
of dimension \( k \) (\( k \) positions), and to each vector position it is assigned
an independent number of votes. The quorums are formed by obtaining the majority of the votes in predetermined vector positions. In [15] it is shown that any coterie has an equivalent multidimensional voting assignment. So, there exists also a multidimensional voting assignment equivalent to the coterie generated by the ring protocols. In multidimensional voting, however, nodes are not aware of their positions in the equivalent logical structure, and, therefore, cannot take advantage of this information to further reduce the quorum sizes.

6 Conclusion

We proposed a new protocol for replicated data control in which the read quorum is small (and in many situations may be constant) without increasing the write quorum. First we presented the flat ring protocol, where copies of a replicated data item are organized in a single ring structure. We then generalized the flat ring protocol and described the hierarchical ring protocol, where copies are organized in a multi-level ring hierarchy. Both protocols use the adjacency information of the ring structure to maintain copy consistency and to achieve smaller read quorums. The availability provided by the hierarchical ring protocol is comparable to the availability in voting for write operations, and much better for read operations. The protocols are fault-tolerant and do not need any additional reconfiguration procedure when failures occur. Considering systems where the number of read operations is much larger than the number of write operations, the hierarchical ring protocol has remarkable advantages.
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