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Figure 2-36. Passive optical network for Fiber To The Home.

are more in tune with the world of networking, so they are defined by an IEEE

standard. Both run at around a gigabit and can carry traffic for different services,

including Internet, video, and voice. For example, GPONs provide 2.4 Gbps

downstream and 1.2 or 2.4 Gbps upstream.

Some protocol is needed to share the capacity of the single fiber at the end

office between the different houses. The downstream direction is easy. The end

office can send messages to each different house in whatever order it likes. In the

upstream direction, however, messages from different houses cannot be sent at the

same time, or different signals would collide. The houses also cannot hear each

other’s transmissions so they cannot listen before transmitting. The solution is

that equipment at the houses requests and is granted time slots to use by equip-

ment in the end office. For this to work, there is a ranging process to adjust the

transmission times from the houses so that all the signals received at the end

office are synchronized. The design is similar to cable modems, which we cover

later in this chapter. For more information on the future of PONs, see Grobe and

Elbers (2008).

2.6.4 Trunks and Multiplexing

Trunks in the telephone network are not only much faster than the local loops,

they are different in two other respects. The core of the telephone network carries

digital information, not analog information; that is, bits not voice. This necessi-

tates a conversion at the end office to digital form for transmission over the long-

haul trunks. The trunks carry thousands, even millions, of calls simultaneously.

This sharing is important for achieving economies of scale, since it costs essen-

tially the same amount of money to install and maintain a high-bandwidth trunk as

a low-bandwidth trunk between two switching offices. It is accomplished with

versions of TDM and FDM multiplexing.

Below we will briefly examine how voice signals are digitized so that they

can be transported by the telephone network. After that, we will see how TDM is

used to carry bits on trunks, including the TDM system used for fiber optics



SEC. 2.6 THE PUBLIC SWITCHED TELEPHONE NETWORK 153

(SONET). Then we will turn to FDM as it is applied to fiber optics, which is call-

ed wavelength division multiplexing.

Digitizing Voice Signals

Early in the development of the telephone network, the core handled voice

calls as analog information. FDM techniques were used for many years to multi-

plex 4000-Hz voice channels (comprised of 3100 Hz plus guard bands) into larger

and larger units. For example, 12 calls in the 60 kHz–to–108 kHz band is known

as a group and five groups (a total of 60 calls) are known as a supergroup, and

so on. These FDM methods are still used over some copper wires and microwave

channels. However, FDM requires analog circuitry and is not amenable to being

done by a computer. In contrast, TDM can be handled entirely by digital elec-

tronics, so it has become far more widespread in recent years. Since TDM can

only be used for digital data and the local loops produce analog signals, a conver-

sion is needed from analog to digital in the end office, where all the individual

local loops come together to be combined onto outgoing trunks.

The analog signals are digitized in the end office by a device called a codec

(short for ‘‘coder-decoder’’). The codec makes 8000 samples per second (125

µsec/sample) because the Nyquist theorem says that this is sufficient to capture all

the information from the 4-kHz telephone channel bandwidth. At a lower sam-

pling rate, information would be lost; at a higher one, no extra information would

be gained. Each sample of the amplitude of the signal is quantized to an 8-bit

number.

This technique is called PCM (Pulse Code Modulation). It forms the heart

of the modern telephone system. As a consequence, virtually all time intervals

within the telephone system are multiples of 125 µsec. The standard

uncompressed data rate for a voice-grade telephone call is thus 8 bits every 125

µsec, or 64 kbps.

At the other end of the call, an analog signal is recreated from the quantized

samples by playing them out (and smoothing them) over time. It will not be ex-

actly the same as the original analog signal, even though we sampled at the

Nyquist rate, because the samples were quantized. To reduce the error due to

quantization, the quantization levels are unevenly spaced. A logarithmic scale is

used that gives relatively more bits to smaller signal amplitudes and relatively

fewer bits to large signal amplitudes. In this way the error is proportional to the

signal amplitude.

Two versions of quantization are widely used: µ-law, used in North America

and Japan, and A-law, used in Europe and the rest of the world. Both versions are

specified in standard ITU G.711. An equivalent way to think about this process is

to imagine that the dynamic range of the signal (or the ratio between the largest

and smallest possible values) is compressed before it is (evenly) quantized, and

then expanded when the analog signal is recreated. For this reason it is called
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companding. It is also possible to compress the samples after they are digitized

so that they require much less than 64 kbps. However, we will leave this topic for

when we explore audio applications such as voice over IP.

Time Division Multiplexing

TDM based on PCM is used to carry multiple voice calls over trunks by send-

ing a sample from each call every 125 µsec. When digital transmission began

emerging as a feasible technology, ITU (then called CCITT) was unable to reach

agreement on an international standard for PCM. Consequently, a variety of

incompatible schemes are now in use in different countries around the world.

The method used in North America and Japan is the T1 carrier, depicted in

Fig. 2-37. (Technically speaking, the format is called DS1 and the carrier is call-

ed T1, but following widespread industry tradition, we will not make that subtle

distinction here.) The T1 carrier consists of 24 voice channels multiplexed toget-

her. Each of the 24 channels, in turn, gets to insert 8 bits into the output stream.
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Figure 2-37. The T1 carrier (1.544 Mbps).

A frame consists of 24 × 8 = 192 bits plus one extra bit for control purposes,

yielding 193 bits every 125 µsec. This gives a gross data rate of 1.544 Mbps, of

which 8 kbps is for signaling. The 193rd bit is used for frame synchronization and

signaling. In one variation, the 193rd bit is used across a group of 24 frames call-

ed an extended superframe. Six of the bits, in the 4th, 8th, 12th, 16th, 20th, and

24th positions, take on the alternating pattern 001011 . . . . Normally, the receiver

keeps checking for this pattern to make sure that it has not lost synchronization.

Six more bits are used to send an error check code to help the receiver confirm

that it is synchronized. If it does get out of sync, the receiver can scan for the pat-

tern and validate the error check code to get resynchronized. The remaining 12
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bits are used for control information for operating and maintaining the network,

such as performance reporting from the remote end.

The T1 format has several variations. The earlier versions sent signaling

information in-band, meaning in the same channel as the data, by using some of

the data bits. This design is one form of channel-associated signaling, because

each channel has its own private signaling subchannel. In one arrangement, the

least significant bit out of an 8-bit sample on each channel is used in every sixth

frame. It has the colorful name of robbed-bit signaling. The idea is that a few

stolen bits will not matter for voice calls. No one will hear the difference.

For data, however, it is another story. Delivering the wrong bits is unhelpful,

to say the least. If older versions of T1 are used to carry data, only 7 of 8 bits, or

56 kbps can be used in each of the 24 channels. Instead, newer versions of T1

provide clear channels in which all of the bits may be used to send data. Clear

channels are what businesses who lease a T1 line want when they send data across

the telephone network in place of voice samples. Signaling for any voice calls is

then handled out-of-band, meaning in a separate channel from the data. Often,

the signaling is done with common-channel signaling in which there is a shared

signaling channel. One of the 24 channels may be used for this purpose.

Outside North America and Japan, the 2.048-Mbps E1 carrier is used instead

of T1. This carrier has 32 8-bit data samples packed into the basic 125-µsec

frame. Thirty of the channels are used for information and up to two are used for

signaling. Each group of four frames provides 64 signaling bits, half of which are

used for signaling (whether channel-associated or common-channel) and half of

which are used for frame synchronization or are reserved for each country to use

as it wishes.

Time division multiplexing allows multiple T1 carriers to be multiplexed into

higher-order carriers. Figure 2-38 shows how this can be done. At the left we see

four T1 channels being multiplexed into one T2 channel. The multiplexing at T2

and above is done bit for bit, rather than byte for byte with the 24 voice channels

that make up a T1 frame. Four T1 streams at 1.544 Mbps should generate 6.176

Mbps, but T2 is actually 6.312 Mbps. The extra bits are used for framing and re-

covery in case the carrier slips. T1 and T3 are widely used by customers, whereas

T2 and T4 are only used within the telephone system itself, so they are not well

known.

At the next level, seven T2 streams are combined bitwise to form a T3 stream.

Then six T3 streams are joined to form a T4 stream. At each step a small amount

of overhead is added for framing and recovery in case the synchronization be-

tween sender and receiver is lost.

Just as there is little agreement on the basic carrier between the United States

and the rest of the world, there is equally little agreement on how it is to be multi-

plexed into higher-bandwidth carriers. The U.S. scheme of stepping up by 4, 7,

and 6 did not strike everyone else as the way to go, so the ITU standard calls for

multiplexing four streams into one stream at each level. Also, the framing and
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Figure 2-38. Multiplexing T1 streams into higher carriers.

recovery data are different in the U.S. and ITU standards. The ITU hierarchy for

32, 128, 512, 2048, and 8192 channels runs at speeds of 2.048, 8.848, 34.304,

139.264, and 565.148 Mbps.

SONET/SDH

In the early days of fiber optics, every telephone company had its own

proprietary optical TDM system. After AT&T was broken up in 1984, local tele-

phone companies had to connect to multiple long-distance carriers, all with dif-

ferent optical TDM systems, so the need for standardization became obvious. In

1985, Bellcore, the RBOC’s research arm, began working on a standard, called

SONET (Synchronous Optical NETwork).

Later, ITU joined the effort, which resulted in a SONET standard and a set of

parallel ITU recommendations (G.707, G.708, and G.709) in 1989. The ITU

recommendations are called SDH (Synchronous Digital Hierarchy) but differ

from SONET only in minor ways. Virtually all the long-distance telephone traffic

in the United States, and much of it elsewhere, now uses trunks running SONET

in the physical layer. For additional information about SONET, see Bellamy

(2000), Goralski (2002), and Shepard (2001).

The SONET design had four major goals. First and foremost, SONET had to

make it possible for different carriers to interwork. Achieving this goal required

defining a common signaling standard with respect to wavelength, timing, fram-

ing structure, and other issues.

Second, some means was needed to unify the U.S., European, and Japanese

digital systems, all of which were based on 64-kbps PCM channels but combined

them in different (and incompatible) ways.

Third, SONET had to provide a way to multiplex multiple digital channels.

At the time SONET was devised, the highest-speed digital carrier actually used

widely in the United States was T3, at 44.736 Mbps. T4 was defined, but not used
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much, and nothing was even defined above T4 speed. Part of SONET’s mission

was to continue the hierarchy to gigabits/sec and beyond. A standard way to mul-

tiplex slower channels into one SONET channel was also needed.

Fourth, SONET had to provide support for operations, administration, and

maintenance (OAM), which are needed to manage the network. Previous systems

did not do this very well.

An early decision was to make SONET a traditional TDM system, with the

entire bandwidth of the fiber devoted to one channel containing time slots for the

various subchannels. As such, SONET is a synchronous system. Each sender and

receiver is tied to a common clock. The master clock that controls the system has

an accuracy of about 1 part in 109 . Bits on a SONET line are sent out at extreme-

ly precise intervals, controlled by the master clock.

The basic SONET frame is a block of 810 bytes put out every 125 µsec.

Since SONET is synchronous, frames are emitted whether or not there are any

useful data to send. Having 8000 frames/sec exactly matches the sampling rate of

the PCM channels used in all digital telephony systems.

The 810-byte SONET frames are best described as a rectangle of bytes, 90

columns wide by 9 rows high. Thus, 8 × 810 = 6480 bits are transmitted 8000

times per second, for a gross data rate of 51.84 Mbps. This layout is the basic

SONET channel, called STS-1 (Synchronous Transport Signal-1). All SONET

trunks are multiples of STS-1.

The first three columns of each frame are reserved for system management

information, as illustrated in Fig. 2-39. In this block, the first three rows contain

the section overhead; the next six contain the line overhead. The section overhead

is generated and checked at the start and end of each section, whereas the line

overhead is generated and checked at the start and end of each line.

A SONET transmitter sends back-to-back 810-byte frames, without gaps be-

tween them, even when there are no data (in which case it sends dummy data).

From the receiver’s point of view, all it sees is a continuous bit stream, so how

does it know where each frame begins? The answer is that the first 2 bytes of

each frame contain a fixed pattern that the receiver searches for. If it finds this

pattern in the same place in a large number of consecutive frames, it assumes that

it is in sync with the sender. In theory, a user could insert this pattern into the

payload in a regular way, but in practice it cannot be done due to the multiplexing

of multiple users into the same frame and other reasons.

The remaining 87 columns of each frame hold 87 × 9 × 8 × 8000 = 50.112

Mbps of user data. This user data could be voice samples, T1 and other carriers

swallowed whole, or packets. SONET is simply a convenient container for tran-

sporting bits. The SPE (Synchronous Payload Envelope), which carries the user

data does not always begin in row 1, column 4. The SPE can begin anywhere

within the frame. A pointer to the first byte is contained in the first row of the line

overhead. The first column of the SPE is the path overhead (i.e., the header for

the end-to-end path sublayer protocol).
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Figure 2-39. Two back-to-back SONET frames.

The ability to allow the SPE to begin anywhere within the SONET frame and

even to span two frames, as shown in Fig. 2-39, gives added flexibility to the sys-

tem. For example, if a payload arrives at the source while a dummy SONET

frame is being constructed, it can be inserted into the current frame instead of

being held until the start of the next one.

The SONET/SDH multiplexing hierarchy is shown in Fig. 2-40. Rates from

STS-1 to STS-768 have been defined, ranging from roughly a T3 line to 40 Gbps.

Even higher rates will surely be defined over time, with OC-3072 at 160 Gbps

being the next in line if and when it becomes technologically feasible. The opti-

cal carrier corresponding to STS-n is called OC-n but is bit for bit the same except

for a certain bit reordering needed for synchronization. The SDH names are dif-

ferent, and they start at OC-3 because ITU-based systems do not have a rate near

51.84 Mbps. We have shown the common rates, which proceed from OC-3 in

multiples of four. The gross data rate includes all the overhead. The SPE data

rate excludes the line and section overhead. The user data rate excludes all over-

head and counts only the 87 payload columns.

As an aside, when a carrier, such as OC-3, is not multiplexed, but carries the

data from only a single source, the letter c (for concatenated) is appended to the

designation, so OC-3 indicates a 155.52-Mbps carrier consisting of three separate

OC-1 carriers, but OC-3c indicates a data stream from a single source at 155.52

Mbps. The three OC-1 streams within an OC-3c stream are interleaved by

column—first column 1 from stream 1, then column 1 from stream 2, then column

1 from stream 3, followed by column 2 from stream 1, and so on—leading to a

frame 270 columns wide and 9 rows deep.
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SONET SDH Data rate (Mbps)

Electrical Optical Optical Gross SPE User

STS-1 OC-1 51.84 50.112 49.536

STS-3 OC-3 STM-1 155.52 150.336 148.608

STS-12 OC-12 STM-4 622.08 601.344 594.432

STS-48 OC-48 STM-16 2488.32 2405.376 2377.728

STS-192 OC-192 STM-64 9953.28 9621.504 9510.912

STS-768 OC-768 STM-256 39813.12 38486.016 38043.648

Figure 2-40. SONET and SDH multiplex rates.

Wavelength Division Multiplexing

A form of frequency division multiplexing is used as well as TDM to harness

the tremendous bandwidth of fiber optic channels. It is called WDM (Wave-

length Division Multiplexing). The basic principle of WDM on fibers is dep-

icted in Fig. 2-41. Here four fibers come together at an optical combiner, each

with its energy present at a different wavelength. The four beams are combined

onto a single shared fiber for transmission to a distant destination. At the far end,

the beam is split up over as many fibers as there were on the input side. Each out-

put fiber contains a short, specially constructed core that filters out all but one

wavelength. The resulting signals can be routed to their destination or recombin-

ed in different ways for additional multiplexed transport.

There is really nothing new here. This way of operating is just frequency di-

vision multiplexing at very high frequencies, with the term WDM owing to the

description of fiber optic channels by their wavelength or ‘‘color’’ rather than fre-

quency. As long as each channel has its own frequency (i.e., wavelength) range

and all the ranges are disjoint, they can be multiplexed together on the long-haul

fiber. The only difference with electrical FDM is that an optical system using a

diffraction grating is completely passive and thus highly reliable.

The reason WDM is popular is that the energy on a single channel is typically

only a few gigahertz wide because that is the current limit of how fast we can con-

vert between electrical and optical signals. By running many channels in parallel

on different wavelengths, the aggregate bandwidth is increased linearly with the

number of channels. Since the bandwidth of a single fiber band is about 25,000

GHz (see Fig. 2-7), there is theoretically room for 2500 10-Gbps channels even at

1 bit/Hz (and higher rates are also possible).

WDM technology has been progressing at a rate that puts computer technolo-

gy to shame. WDM was invented around 1990. The first commercial systems

had eight channels of 2.5 Gbps per channel. By 1998, systems with 40 channels
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Figure 2-41. Wavelength division multiplexing.

of 2.5 Gbps were on the market. By 2006, there were products with 192 channels

of 10 Gbps and 64 channels of 40 Gbps, capable of moving up to 2.56 Tbps. This

bandwidth is enough to transmit 80 full-length DVD movies per second. The

channels are also packed tightly on the fiber, with 200, 100, or as little as 50 GHz

of separation. Technology demonstrations by companies after bragging rights

have shown 10 times this capacity in the lab, but going from the lab to the field

usually takes at least a few years. When the number of channels is very large and

the wavelengths are spaced close together, the system is referred to as DWDM

(Dense WDM).

One of the drivers of WDM technology is the development of all-optical com-

ponents. Previously, every 100 km it was necessary to split up all the channels

and convert each one to an electrical signal for amplification separately before

reconverting them to optical signals and combining them. Nowadays, all-optical

amplifiers can regenerate the entire signal once every 1000 km without the need

for multiple opto-electrical conversions.

In the example of Fig. 2-41, we have a fixed-wavelength system. Bits from

input fiber 1 go to output fiber 3, bits from input fiber 2 go to output fiber 1, etc.

However, it is also possible to build WDM systems that are switched in the opti-

cal domain. In such a device, the output filters are tunable using Fabry-Perot or

Mach-Zehnder interferometers. These devices allow the selected frequencies to

be changed dynamically by a control computer. This ability provides a large

amount of flexibility to provision many different wavelength paths through the

telephone network from a fixed set of fibers. For more information about optical

networks and WDM, see Ramaswami et al. (2009).


