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PLOTTING POWER LAWS

ADVANCED TOPICS 4.B



2,800 Y2H interactions
4,100 binary LC interactions

(HPRD, MINT, BIND, DIP, MIPS)

Rual et al. Nature 2005; Stelzl et al. Cell 2005

HUMAN INTERACTION NETWORK
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(linear scale)
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(linear scale)

P(k) ~ (k+k0)-γ

k0 = 1.4, γ=2.6.

HUMAN INTERACTION DATA BY RUAL ET AL.

Network Science: Scale-Free Property



Http://www.nd.edu/~networks

COMMON MISCONCEPTIONS
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pk=a(k+k sat)
−γ exp (− k

kcut )
~pk=pk exp( kk cut )

~k=k+k sat

~pk∼
~
k−γ



Generating networks with a 
pre-defined pk

Section 8



Configuration model

(1) Degree sequence: Assign a degree to each 
node, represented as stubs or half-links. The 
degree sequence is either generated analytically 
from a pre-selected  distribution (Box 4.5), or it is 
extracted from the adjacency matrix of a real 
network. We must start from an even number of 
stubs, otherwise we will be left with unpaired 
stubs.(2) Network assembly: Randomly select a 
stub pair and connect them. Then randomly 
choose another pair from the remaining  stubs and 
connect them. This procedure is repeated until all 
stubs are paired up. Depending on the order in 
which the stubs were chosen, we obtain different 
networks. Some networks include cycles (2a), 
others self-edges (2b) or multi-edges (2c). Yet, the 
expected number of self- and multi-edges goes to 
zero in the limit.



Degree Preserving randomization



Hidden parameter model



Hidden parameter model

Start with N  isolated nodes and assign to each node a 
“hidden parameter” η , which can be randomly selected 
from a  ρ(η) distribution. We next connect each node 
pair with probability

 For example, the figure shows the probability to 
connect nodes (1,3) and (3,4). After connecting the 
nodes, we end up with

 the networks shown in (b) or (c), representing two 
independent realizations generated by the same 
hidden parameter sequence (a). The expected number 
of links in the obtained network is 



Decision tree



Case Study: PPI Network Distance Distribution



Something to keep in mind



summary
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