Remote Phenology: Applying Machine Learning to Detect Phenological Patterns in a Cerrado Savanna
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\textbf{Abstract}—Plant phenology has gained importance in the context of global change research, stimulating the development of new technologies for phenological observation. Digital cameras have been successfully used as multi-channel imaging sensors, providing measures of leaf color change information (RGB channels), or leafing phenological changes in plants. We monitored leaf-changing patterns of a cerrado-savanna vegetation by taken daily digital images. We extract RGB channels from digital images and correlated with phenological changes. Our first goals were: (1) to test if the color change information is able to characterize the phenological pattern of a group of species; and (2) to test if individuals from the same functional group may be automatically identified using digital images. In this paper, we present a machine learning approach to detect phenological patterns in the digital images. Our preliminary results indicate that: (1) extreme hours (morning and afternoon) are the best for accessing the reliability of digital images to detect leaf changes and validate the digital data with on the ground direct phenological observation. Our first experiments are intended to respond the following research questions:

1) Is the color change information able to characterize the phenological pattern of a group of species?
2) Is it possible to automatically identify individuals of the same functional group using digital images?

II. Multi-Scale Classifier

The multi-scale classifier (MSC) \cite{20} is a learning strategy based on boosting of weak learners \cite{21}. It aims at assigning a label (+1 for relevant class, and −1 otherwise) to each pixel \( p \) of \( P_0 \) taking advantage of various features computed on regions of various levels from a segmentation hierarchy. The final classifier is a linear combination \( MSC(p) \) of \( T \) weak classifiers \( h_t(p) \):

\[
MSC(p) = \text{sign}\left(\sum_{t=1}^{T} \alpha_t h_t(p)\right),
\]

where \( \alpha_t \) is the weight assigned to the weak classifier \( h_t(p) \) at the iteration \( t \).

The MSC training repeatedly calls weak learners in a series of rounds \( t = 1, \ldots T \). Each weak learner creates a weak
classifier that decreases the expected classification error of the combination. The algorithm then selects the weak classifier that most decreases the error.

The strategy consists in keeping a set of weights over the training set. These weights can be interpreted as a measure of the difficulty level to classify each training sample. At the beginning, all the pixels have the same weight, but in each round, the weights of the misclassified pixels are increased. Thus, in the next rounds the weak learners are forced to focus on harder samples. We will note \( W_t(p) \) the weight of pixel \( p \) in round \( t \), and \( D_t,\lambda (R) \) the misclassification rate of region \( R \), in round \( t \) at scale \( \lambda \) given by the mean of the weights of its pixels:

\[
D_t,\lambda (R) = \left( \frac{1}{|R|} \sum_{p \in R} W_t(p) \right), \tag{2}
\]

Algorithm 1 presents the training process of our MSC. Let \( Y_\lambda (R) \), the set of labels of regions \( R \) at scale \( \lambda \), be the training set. In a series of rounds \( t = 1, \ldots, T \), for all scales \( \lambda \), the weight of each region \( D_t,\lambda (R) \) is computed (line 3). This piece of information is used to select the regions to be used for training the weak learners, building a subset of labeled regions \( \hat{Y}_t,\lambda \) (line 6). The subset \( \hat{Y}_t,\lambda \) is used to train the weak learners with each features \( F \) at scale \( \lambda \) (line 9). Each weak learner produces a weak classifier \( h_{t,(F,\lambda)} \) (line 10). The algorithm then selects the weak classifier \( h_t \) that most decreases the error \( Err_t \), (line 12). The level of error of \( h_t \) is used to compute the coefficient \( \alpha_t \), which indicates the degree of importance of \( h_t \) in the final classifier (line 13). The selected weak classifier \( h_t \) and the coefficient \( \alpha_t \) are used to update the weights of the pixels \( W_{t+1}(p) \) which can be used in the next round (line 14).

The classification error of the classifier \( h \) is:

\[
Err(h, W) = \sum_{p|h(p)\neq y_0(p)<0} W(p). \tag{3}
\]

The training is performed on the training set labels \( Y_\lambda \) corresponding to the same scale \( \lambda \). The weak learners (linear SVM, for example) use the subset \( \hat{Y}_t,\lambda \) for training and produce a weak classifier \( h_{t,(F,\lambda)} \). The training set labels \( Y_0 \) are the labels of pixels of image \( I \), and training sets labels \( Y_\lambda \) with \( \lambda > 0 \) are defined according to the proportions of pixels belonging to one of the two classes (for example, at least 80% of one region).

A. SVM-based weak learner

In this work, we used a linear SVM (support vector machine) as weak learner, which is an SVM trainer based on a specific feature type \( F \) and a specific scale \( \lambda \). Given the training subset labels \( Y_\lambda \), the strategy is to find the best linear hyperplane of separation between the regions according to their classes, trying to maximize the data separation margin. These samples are called support vectors and are found during the training. Once the support vectors and the decision coefficients \( (\alpha_i, i = 1, \ldots, N) \) are found, the SVM weak classifier can be defined as:

\[
SVM_{(F,\lambda)}(R) = \text{sign}\left( \sum_{i}^{N} y_i \alpha_i (f_R \cdot f_i) + b \right), \tag{4}
\]

where \( b \) is a parameter found during the training. The support vectors are the \( f_i \) such that \( \alpha_i > 0 \), \( y_i \) is the support vector class and \( f_R \) is the feature vector of the region.

The training subset \( \hat{Y}_t,\lambda \) is composed by \( n \) labels from \( Y_\lambda \) with values of \( D_t,\lambda (R) \) larger or equal to \( \frac{1}{|Y_0|} \). This strategy means that only regions considered as the most difficult ones are used for the training. For the first round of boosting, the regions to compose the subset \( \hat{Y}_0,\lambda \) are randomly selected.

### III. MATERIALS AND METHODS

#### A. Study Area and Camera Setup

The near remote phenological system was set up in a 18m tower in a Cerrado sensu stricto, a savanna-like vegetation located at Itirapina (22°10’49.18”S / 47°52’16.54”O), São Paulo State, Brazil. The cerrado stricto sensu is a savanna-like vegetation presenting a discontinuous canopy and woody component reaching six to seven meters high and a continuous

---

**Algorithm 1** Multi-Scale Classifier

Given:

- Training labels \( Y_\lambda (R) \) = labels of regions \( R \) at scale \( \lambda \)

Initialize:

- For all pixels \( p \), \( W_1(p) \leftarrow \frac{1}{|Y_0|} \), where \( |Y_0| \) is the number of pixels in the image level

For \( t \leftarrow 1 \) to \( T \)

- For all scales \( \lambda \)
  - For all \( R \in P_\lambda \)
    - Compute \( D_t,\lambda (R) \)
    - End for
  - Build \( \hat{Y}_t,\lambda \) (a training subset based on \( D_t,\lambda (R) \))
  - End for
  - For each pair feature/scale \((F, \lambda)\)
    - Train weak learners using features \((F, \lambda)\) and training set \( \hat{Y}_t,\lambda \)
    - Evaluate resulting classifier \( h_{t,(F,\lambda)} \); compute \( Err(h_{t,(F,\lambda)}, W) \) (Equation 3)
    - End for
  - Select weak classifier \( h_t \)
    - Compute \( \alpha_t \leftarrow \frac{1}{2} \ln \left( \frac{1+\tau_t}{1-\tau_t} \right) \) with \( \tau_t \leftarrow \sum_p c_{Y_0(p)}(h_t(p)) \)
    - Update \( W_{t+1}(p) \leftarrow \frac{W_t(p) \exp (-\alpha_t c_{Y_0(p)}(h_t(p)))}{\sum_p W_t(p) \exp (-\alpha_t c_{Y_0(p)}(h_t(p)))} \)
    - End for

Output: Multi-Scale Classifier \( MSC(p) \)
herbaceous layer. In some parts, the vegetation is denser, with some trees reaching up to 12m high. The cerrado savanna study site is about 260ha, 610m altitude and the regional climate is Cwa type according to Köppen classification. The average climate (1972 to 2002) shows a mean annual total rainfall of 1524mm and mean temperature of 20.7°C, with one warm, humid season from October to March (average of 22°C and 78% of annual precipitation) and one cool, dry season from April to September (average of 18°C and 16% of annual precipitation).

A digital hemispherical lens camera (Mobotix Q24) was set up at the top of the phenology tower, attached in an iron arm facing northeast (Figure 1). The camera activity is controlled by a timer and the energy source is a 12V battery charged by a solar panel. We installed also a complete climate station (Data Logger U30 GSM) on 1st December for the collection of microclimatic data, with remote access using 3G internet.

The first data collection from the digital camera started on 18th August 2011. We set up the camera to automatically take a daily sequence of five JPEG images (at 1280 × 960 pixels of resolution) per hour, from 6:00 to 18:00 hs. The present study was based on the analysis of over 2,700 images, recorded between August 28th and October 3rd, 2011 (Figure 2), during the main leafing season.

Fig. 1. The cerrado-savanna phenology tower (18m tall), where the digital hemispheric lens camera was set up (red arrow) attached in an iron arm facing northeast.

The first data collection from the digital camera started on 18th August 2011. We set up the camera to automatically take a daily sequence of five JPEG images (at 1280 × 960 pixels of resolution) per hour, from 6:00 to 18:00 hs. The present study was based on the analysis of over 2,700 images, recorded between August 28th and October 3rd, 2011 (Figure 2), during the main leafing season.

B. Image Analysis

The image analysis was conducted by defining different regions of interest (ROI), as described by Richardson et al. [15], Richardson et al. [14], and Ahrends et al. [16]. For each ROI, a binary image with the same dimensions of the original image was created as a mask. White pixels of a mask indicate the ROI, while the remaining area was filled by black pixels. We defined six ROIs (Figure 3) based on the random selection of six plant species identified in the hemispheric image: (1) Aspidosperma tomentosum (Figure 3(a)), (2) Caryocar brasiliensis (Figure 3(b)), (3) Myrcia guianensis (Figure 3(c)), (4) Miconia rubiginosa (Figure 3(d)), (5) Pouteria ramiflora (Figure 3(e)), and (6) Pouteria torta (Figure 3(f)).

We analyzed each ROI in the terms of the contribution of the primary colors (Red, Green, and Blue), as proposed by Richardson et al. [15]. Initially, a custom script was used to analyze each color channel and to compute the average value of the pixel intensity. After that, we calculated the relative (or normalized) brightness of each color channel, as:

\[
\begin{align*}
\text{Total}_{avg} &= \text{Red}_{avg} + \text{Green}_{avg} + \text{Blue}_{avg}, \\
\% \text{ of Red} &= \frac{\text{Red}_{avg}}{\text{Total}_{avg}}, \\
\% \text{ of Green} &= \frac{\text{Green}_{avg}}{\text{Total}_{avg}}, \\
\% \text{ of Blue} &= \frac{\text{Blue}_{avg}}{\text{Total}_{avg}}.
\end{align*}
\]

Figure 4 shows the behavior of those values for each ROI along the whole period, considering only the digital images taken at the midday. Each line corresponds to a time series for the variation of the normalized brightness of each color channel. Notice the differences between the behavior of each specie individually, reflecting the leaf color changes over the leaf life cycle or aging process.

According to the leaf exchange data from the on-the-ground field observations on leaf fall and leaf flush at our study site,
Fig. 3. Regions of interest (ROIs) defined for the analysis of cerrado-savanna digital images: (a) Aspidosperma tomentosum, (b) Caryocar brasiliensis, (c) Myrcia guianensis, (d) Miconia rubiginosa, (e) Pouteria ramiflora, and (f) Pouteria torta.

Fig. 4. The variance of the normalized brightness of each color channel from the digital images taken at the midday, each Julian day (August 28th to October 3rd, 2011), in the cerrado savanna using different regions of interest (ROIs), as described in Figure 3.

Those species can be classified on three functional groups: (i) deciduous, Aspidosperma tomentosum and Caryocar brasiliensis; (ii) evergreen, Myrcia guianensis; and (iii) semideciduous, Miconia rubiginosa, Pouteria ramiflora, and Pouteria torta.
C. Machine Learning

Figure 5 illustrates the steps of our MSC approach. The first step is to build a hierarchy of regions \( H \). We have used Guigues algorithm [22] to perform the segmentation.

The image used to obtain the hierarchy of segmented regions was taken at noon on October 15th, 2011 (Figure 2). We have selected 5 segmentation scales from the hierarchy to perform feature extraction. The finest scale is composed by 27,380 regions and the coarsest scale contains 8,849 regions. Figure 6 illustrates the segmented scales in a subimage sample from Figure 2.

The second step is the feature extraction, which is carried out on the regions at different segmentation scales. For each plant specie, we have tested 39 different features by considering the time series on the available periods during the day (13 hours: from 6:00 to 18:00 hs) and the color channels (3 bands: R, G, and B).

Finally, we use the MSC (Algorithm 1) to build a linear combination of weak classifiers, each of them related to a specific scale and feature. This step was performed for each plant specie by using their ROIs (Figure 3). To build a classifier for a given specie, we used the regions from its corresponding ROI as positive samples and from ROIs of the other species as negative samples. At the end, the final classifier was applied to classify the remaining regions of the image.

IV. RESULTS AND PRELIMINARY DISCUSSION

A. Classification Accuracy

We carried out experiments to classify the plant species in the image. For that, we selected two species from different functional groups: *Aspidosperma tomentosum* and *Miconia rubiginosa*. Next, we built a classifier for each specie using the approach described in Section III-C.

Figure 7 shows the ROIs used to build and analyze each of the classifiers. In this figure, green areas indicate individuals of the analyzed species, whose regions obtained from the segmentation were used as positive samples; while red areas represent individuals from other species, whose the segmented regions were considered as negative samples.

To assess the effectiveness of each classifier, two other individuals (yellow areas) from each of the analyzed species were chosen as a validation set. Then, we used the segmented regions extracted from those ROIs as input samples for each of the classifiers. Thus, we can measure the classification accuracy as the ratio of the number of samples correctly classified as belonging to the analyzed species to the total number of samples in the validation set.

Figure 8 shows the classification accuracy for each of the color channels (3 bands: R, G, and B) along all the available periods of the day (13 hours: from 6:00 to 18:00 hs), totaling 39 different features for each of the analyzed species.

Figure 9 shows a different view of those results, including all the feature combinations, totaling 56 different possibilities. They are: (i) 1 hour of the day and 1 color channel (39 combinations); (ii) 1 hour of the day and all the color channels (13 combinations); (iii) all the hours of the day and 1 color channel (3 combinations); and (iv) all the hours of the day and all the color channels (1 combination). In order to make the comparison easier, we sorted the results from higher to lower accuracy.

Observe that, with less sunshine (early in the morning and late in the afternoon), the classification accuracy is higher, characterizing better the analyzed species for that particular day. It indicates that early and late hours are better to characterize the phenological pattern of plant species. Notice also the differences between the behavior of each specie individually with respect to the color channels, indicating different patterns of leaf color change.

As mentioned in Section II-A, the MSC approach is based on boosting weak learners. In this paper, each weak learner is a linear SVM classifier using features extracted from a given segmentation scale. In this way, each of the color channels along all the available periods of the day at one of the scales are used as a distinct feature. Table I presents the weak classifiers chosen by MSC training algorithm for the *Aspidosperma tomentosum* and *Miconia rubiginosa* species.

| \( t \) | *Aspidosperma tomentosum* Classifier | Weight | *Miconia rubiginosa* Classifier | Weight |
|---|---|---|---|
| 0 | 7h,R,\( \lambda_5 \) | 3.9 | 18h,R,\( \lambda_2 \) | 4.0 |
| 1 | 16h,B,\( \lambda_4 \) | 1.0 | 18h,R,\( \lambda_3 \) | 3.7 |
| 2 | 16h,B,\( \lambda_2 \) | 4.1 | 18h,R,\( \lambda_5 \) | 1.0 |
| 3 | 16h,K,\( \lambda_3 \) | 1.0 | 18h,K,\( \lambda_5 \) | 1.0 |
| 4 | 7h,B,\( \lambda_2 \) | 4.6 | 18h,K,\( \lambda_5 \) | 1.0 |
| 5 | 7h,B,\( \lambda_3 \) | 1.0 | 18h,K,\( \lambda_2 \) | 1.0 |
| 6 | 7h,B,\( \lambda_4 \) | 1.0 | 18h,K,\( \lambda_5 \) | 1.0 |
| 7 | 16h,B,\( \lambda_4 \) | 5.2 | 18h,K,\( \lambda_2 \) | 1.0 |
| 8 | 7h,B,\( \lambda_5 \) | 1.0 | 18h,K,\( \lambda_2 \) | 1.0 |
| 9 | 7h,B,\( \lambda_5 \) | 6.3 | 18h,K,\( \lambda_2 \) | 1.0 |

Those results confirm that the extreme hours (morning and afternoon) are better to characterize plant species. In addition, they also show that the *Aspidosperma tomentosum* and *Miconia rubiginosa* species present a different behavior with respect to the color channels. Moreover, it is interesting to note that fine scales provide better results than coarse ones for the species identification.
Fig. 5. Steps of the multi-scale learning process. Adapted from [20].

The main reason for those results is probably related to the leaf change pattern and species functional group, but may also be related to the specific leaf color of those species. These patterns indicate slightly different behavior for the analyzed species that need further in-depth analyses considering their on-the-ground phenology. Based on those results, our preliminary analysis suggests that individuals from the same functional group might be identified using digital images.

B. Application in Phenology Studies

The species identification on-the-ground is very difficult since it requires a exhaustive analysis over a very large area. In this sense, our approach can help phenology experts to focus their analysis over a much smaller area, making such a task much easier and faster.

For that, we use the MSC approach to classify segmented regions from the digital images. Next, we create an image
Fig. 9. The classification accuracies for each of the color channels along all the available periods of the day (among all the possible combinations).

Fig. 10. Image maps produced for different species using the feature combination with the highest classification accuracy.

map based on the assigned labels, indicating graphically the areas where the probability of finding individuals from a given specie is higher.

Figure 10 presents the image maps produced for the analyzed species using the feature combination that achieved the highest classification accuracy (i.e., 6h/G, for the *Aspidosperma tomentosum*; and 6-18h/RGB, for the *Miconia rubiginosa*). Different color scales were used to maximize the difference between the assigned labels: (i) a green scale, for similar patterns (between +1.0 and +0.3); (ii) a gray scale, for undefined patterns (between +0.3 and -0.3); and (iii) a red scale, for inverted patterns (between -0.3 and -1.0).

In this figure, the green areas indicate the segmented regions with a high probability of belonging to the same species. Notice how the study area can be greatly reduced by employing our approach. This opens up a number of possibilities that deserve much deeper study, but an immediate consequence is that we can help phenology experts with a new tool to identify plant species, increasing their accuracy on defining the relationship between phenology and climate.

V. PRELIMINARY CONCLUSIONS

We conclude that machine learning can be applied to detect phenological patterns in the high diversity of the tropical cerrado savanna vegetation. Using a conventional tool to measure the color change information, we were able to define the best hours of the day for characterizing plant species. The extreme hours (morning and afternoon) have shown the best results. Therefore, further studies do not need to cover all day long with digital images. Moreover, the data validation at species level have also revealed that different plant species present a different behavior with respect to the color change information. In this way, we were able to distinguish functional groups of plants using digital images. Finally, based on those results, we have introduced a new tool to help phenology experts in the species identification on-the-ground, making such a task much easier and faster.
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