Impact of Communication Uncertainties on Workflow Scheduling in Hybrid Clouds
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Abstract—The so-called hybrid cloud is the composition of an infrastructure that comprises private resources as well as public resources leased from public clouds. Hybrid clouds can be utilized for the execution of applications composed of dependent jobs, usually modeled as workflows. In this scenario, a scheduler must distribute the components of the workflow onto available resources considering the communication demands and the available bandwidth in network links. However, such information can be imprecise, and consequently decisions on resource allocation can be ineffective. In this paper, we evaluate scheduling algorithms in the face of imprecise information on the availability of communication channels. Results showed that schedules are negatively affected by the unforeseen variations in bandwidth during the execution of the application.

I. INTRODUCTION

Cloud computing offers computational capabilities as services in a pay-per-use basis which can be computing power, storage, platforms for software development and execution, or simply a software interface accessible through the network. Depending on the type of service offered, the cloud is commonly classified as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), or Software as a Service (SaaS) [1]. Cloud customers can use/run applications from an SaaS cloud; develop and run their applications on a platform provided by a PaaS cloud; or extend their computational capacity by leasing computing power from an IaaS cloud.

In public cloud, clients are charged on a pay-per-use basis, and therefore it is preferable to use their infrastructure first (private cloud) and lease resources as needed. Such composition of private and public clouds is called a hybrid cloud. In such clouds, several relevant questions need to be answered for applications to achieve high performance: how many and which resources should be leased to execute an application? Which application (or part of) should be executed on leased resources in order to improve performance and reduce costs? These questions are answered by a schedule produced by a scheduler which makes decisions on resource allocation based on criteria such as execution time and leasing.

Actually, the schedule produced by a scheduler can lead to poor performance when information provided as input to the scheduler is imprecise [2]. Imprecision on both application demands and resource availability impact the execution time (makespan) of applications. In clouds, large delays introduced in the execution time of the applications imply also on cost increase. In hybrid clouds, uncertainties on the bandwidth availability can impact delays since Internet links are used to transmit data between private and public clouds; and customers usually do not know the network topology of the public clouds. Although virtualization isolates applications in clouds, the bandwidth of inter-cloud and intra-cloud links are shared without isolation, which can potentially create bottlenecks. Network bottlenecks need to be tackled in cloud computing, since they can increase costs and deteriorate performance [3].

To avoid makespan and budget underestimation in the workflow scheduling, clients need to adopt scheduling algorithms robust to uncertainties of input information. Thus, it is important to understand how existing workflow scheduling algorithms for clouds behave when information is not accurate. In this paper, the impact of uncertainties of bandwidth availability on the performance of two workflow scheduling algorithms is evaluated. Results indicate that the impact is more significant on low capacity links and that imprecise information can strongly degrade the performance of schedules.

II. RELATED WORKS

Cloud computing emerged from the evolution of paradigms such as service oriented computing, virtualization, and grid computing and several algorithms developed for these systems can be directly applicable to clouds, while others can be adapted. In line with that, several workflow scheduling algorithms developed for clouds were based on characteristics of previous algorithms developed for heterogeneous systems such as grids [4], [5].

A self-adaptive global search optimization technique called particle swarm optimization (PSO) is utilized to schedule workflows in the algorithm proposed in [6]. However, it does not consider workflow deadlines, focusing solely on monetary cost minimization.

Yu et al. [7] proposed a deadline-driven cost-minimization algorithm. The Deadline-MDP (Markov Decision Process) algorithm breaks a DAG into partitions, assigning a maximum finishing time for each partition according to pre-established deadline. Each partition is scheduled to the resource which results in both lowest cost and lowest estimated finishing time.

The Hybrid Cloud Optimized Cost (HCOC) algorithm [8] schedules workflows in hybrid clouds by first attempting a costless local schedule using the Path Clustering Heuristic
Examples of real application workflows are the AIRSN [18] (Figure 1(a)), the Laser Interferometer Gravitational Wave Observatory (LIGO) [19] (Figure 1(b)), and the Montage [20] (Figure 1(c)). AIRSN normalizes sets of time series of 3D volumes to a standardized coordinate system and applies motion correction and Gaussian smoothing. The LIGO is a project to detect gravitational waves through a network of gravitational-wave detectors. Montage is an image application that makes mosaics from the sky for astronomy research.

In cloud computing, a workflow can represent a composition of services, therefore associating each job of the DAG with a service to be run in the cloud. Nevertheless, we use the term job to refer to any computational work to be executed, comprising both services and standard tasks.

B. Hybrid Clouds

The computational demands of applications such as Montage, LIGO, and AIRSN can exceed the available computational power. The local computational resources can be scarce and the execution of large workflows can be infeasible. Moreover, local resources can be overloaded (with concurrent workflows and/or other jobs). Besides that, the workflow size can vary for the same application. For example, the size of the Montage workflow depends on the number of input images and it can be so large that the local available resources may not be able to handle it. Cloud computing paradigm deals very well with this problem by providing virtually unbounded on-demand resource provisioning.

Figure 2 illustrates a hybrid IaaS cloud scenario. The hybrid cloud is composed of resources inside the user’s organization (resources from the private cloud – free of charge) and resources from one or more public IaaS clouds. This composition can be performed in two ways when leasing resources from the public clouds: lease resources on-demand or use long-term reserved resources. When leasing resources on-demand, clients are charged in a pay-per-use basis using a discretized time interval (1 hour, for instance). The same charging scheme is done when using reserved resources, however at a lower price in addition to a fee for the long-term contract (for instance, fee for a one-year contract). The leasing terms can be specified in a service level agreement (SLA) established between client and provider. A hybrid cloud scheduler must be able to decide which resources should be leased from the public clouds to accomplish the workflow execution within the desired makespan or deadline.

C. Scheduling

To break the workflow in tasks for parallel execution on distributed resources, the scheduler must take into account the data transmitted between different machines. Therefore, intra- and inter-cloud communication needs to be considered, since the available bandwidth can contribute to the decrease in communication delays. Moreover, transmissions to and from the public cloud implies monetary charges.

Currently, workflow schedulers consider makespans and costs, but uncertainties of information provided are not ad-
In this section, we present two algorithms that schedule workflows aiming at the minimization of cost within a given execution deadline stipulated by the user: the Deadline-MDP [7] and the Hybrid Cloud Optimized Cost (HCOC) [8].

The MDP algorithm was developed for utility grids, and its objective is to minimize costs while meeting user’s deadlines. The first step of the MDP algorithm is to divide the jobs from the input DAG $\mathcal{G}$ into two categories: synchronization jobs and simple jobs. A job is a synchronization job if it has more than one parent or child job, and it is a simple job otherwise. After that, MDP creates clusters of jobs, or branches, where each branch has all jobs on the path along between two synchronization jobs. After the partition of the workflow, the overall deadline is distributed between each job $v_i$ in $\mathcal{G}$. The deadline $d_{v_i}$ assigned to $v_i$ is a sub-deadline of the overall deadline $\mathcal{D}$, and it is computed in a way that each sub-deadline leaves enough time for the remaining jobs to run within other sub-deadlines. This deadline distribution considers the bandwidth of communication channels available between the machines running the jobs. Incorrect estimations of the available bandwidth can lead to deadline violations and increases in cost.

After the distribution of the deadline, the MDP finds a local optimal schedule for each partition based on its sub-deadline. It uses two different allocation strategies: the synchronization task scheduling (STS), for synchronization jobs, and the branch task scheduling (BTS), for each branch. When scheduling synchronization jobs with STS, the solution to a single job scheduling problem is simple. The optimal decision is to select the cheapest service that can process the job within the assigned sub-deadline. On the other hand, when branches are scheduled using BTS, the optimal schedule is computed by modeling the problem as a Markov Decision Process. The MDP scheduling is shown in Algorithm 1.

**Algorithm 1 MDP Algorithm**

1: Convert the input DAG $\mathcal{G}$ into job partition graph $G_p$
2: Distribute the deadline $\mathcal{D}$ over all vertex $v_i \in G_p$
3: repeat
4: $\mathcal{S} \leftarrow$ get unscheduled job partitions whose parent job partitions have been scheduled
5: for all $i \in \mathcal{S}$ do
6: query available time slots during ready time and sub-deadline on available services
7: if $i$ is a branch then
8: compute an optimal schedule for $i$ using BTS
9: else
10: compute an optimal schedule for $i$ using STS
11: end if
12: adjust sub-deadline of $i$ according to the current schedule
13: end for
14: until all partitions have been scheduled

The HCOC is an algorithm developed for hybrid clouds that has the same objectives of MDP: to minimize cost while meeting the deadline. Its first step is to schedule the workflow in the private cloud resources using the path clustering heuristic (PCH) [9]. The PCH algorithm creates clusters of jobs that are in a path of the DAG. These paths are defined based on estimated computation and data transmission times. If the deadline is not met by the PCH initial schedule, HCOC selects iteratively a job to be rescheduled in a resource from the public cloud until the deadline is met. Job selection is based on priorities computed by traversing the DAG backwards, in

---

**Fig. 1.** Examples of workflow applications.

**Fig. 2.** Hybrid cloud infrastructure.
which the job farthest from the end of the DAG is selected. This job is then scheduled on the resource which gives the smallest estimated finish time (EFT) among the resources that present: (i) the minimum cost per core, and (ii) at most the same number of cores as the number of job clusters yet to be rescheduled. In HCOC, the selection of the job which will be rescheduled and the selection of the resource from the public cloud are directly influenced by the bandwidth available in the communication channels and, as in MDP, incorrect estimation can lead to deadline violations and increased costs. Algorithm 2 illustrates these steps in more details.

Algorithm 2 HCOC algorithm

1: \( \mathcal{R} \) = all resources in the private cloud
2: Schedule \( \mathcal{G} \) in the private cloud using PCH
3: while makespan(\( \mathcal{G} \)) > \( \mathcal{D} \) AND iteration < size(\( \mathcal{G} \)) do
4: \( \text{iteration} = \text{iteration} + 1 \)
5: select node \( n_i \) such that its priority is maximum AND \( n_i \in \mathcal{T} \)
6: \( \mathcal{H} = \mathcal{R} \)
7: \( \mathcal{T} = \mathcal{T} \cup t \)
8: num_clusters = number of clusters of nodes in \( \mathcal{T} \)
9: while num_clusters > 0 do
10: Select resource \( r_i \) from the public clouds such that \( \frac{\text{num_cores}_i \times p_{\text{price}_i}}{\text{num_cores}} \) is minimum AND \( \text{num_clusters} < \text{num_clusters} \)
11: \( \mathcal{H} = \mathcal{H} \cup \{r_i\} \)
12: \( \text{num_clusters} = \text{num_clusters} - \text{num_cores}_i \)
13: end while
14: for all \( n_i \in \mathcal{T} \) do
15: Schedule \( n_j \) in \( h_j \in \mathcal{H} \) such that EFT is minimum
16: Recalculate jobs attributes for each job
17: end for
18: end while

Both MDP and HCOC algorithms are suitable for hybrid clouds, since they consider execution costs and makespan of the schedule, as well as deadline estimation established by the user. However, additional care should be taken to avoid that the makespan does not extrapolate the budget and execution deadline for the application. Moreover, schedules given by both algorithms can be subject to uncertainties of the bandwidth estimations. In the next section we evaluate how MDP and HCOC perform in the presence of imprecise input data.

IV. EVALUATION OF SCHEDULING ALGORITHMS

It is assumed that, initially, all input data is precise, i.e., all computation and communication demands from the DAG as well as all processing and bandwidth capacities correspond to those found when running the workflow application. To simulate variability in the presence of uncertainties, we introduce random percentual error in the scheduler input data uniformly distributed in the interval \( [-p, +p] \), where \( p \) is a value between 0% and 100%. This variation is applied to all links in the hybrid cloud.

Our experiment comprises the following steps:

1) Create an instance of the problem:
   - DAG: The Montage, LIGO, and AIRSN DAGs are used, all with computation demands randomly taken from the interval \([5 \times 10^5, 4 \times 10^6]\) millions of instructions (MI) and communication demands randomly taken from the interval \([60, 500]\) Megabytes.
   - Private clouds have from 1 to 10 resources with processing capacities randomly taken from the interval \([10^4, 10^5]\) MIPS.
   - In public cloud, there are 4 types of resources. Compute unit capacities and leasing costs are equivalent to the Amazon EC2 small, large, extra large, and extra large high CPU on-demand instance types. Amazon defines a compute unit, from which resources processing capacities are derived. In our experiments, each compute unit was randomly taken from the interval \([10, 70]\), referring to the small instance type computing power. The 4 types of resources are: small (1 core of 1 compute unit, $0.085 per hour); large (2 cores of 2 compute units each, $0.34 per hour); extra large (4 cores of 2 compute units each, $0.68 per hour); extra large high cpu (8 cores of 2.5 compute units each, $0.68 per hour).
   - Define a communication tuple \( (public; private; private to public) \) that represents different values of bandwidth (in Mbps): the first value correspond to links in the private cloud, the second defines links among resources in the public cloud, and the last one the bandwidth of the links connecting the private and the public clouds (inter-cloud bandwidth).
   - Define a deadline \( \mathcal{D} \) based on the makespan \( \mathcal{M} \) of all jobs from the critical path of the DAG in the fastest resource in the private cloud.

2) Schedule the workflow using PCH considering resources only from the private cloud.
3) Schedule the workflow using HCOC and MDP.
4) For each communication link, introduce a percentual error \( p \) in the available bandwidth and recompute the makespan for the schedule given in the previous step.

The above steps were executed 2000 times for each DAG with communication tuples \((100; 100; 5), (100; 100; 10), (100; 100; 50), and (100; 100; 100)\) for the evaluation of the impact of the bandwidth of the inter-cloud link on the makespan and cost. The percentual error \( p \) of the available bandwidth varied in the set \([10, 20, 30, 40, 50, 60, 70, 80, 90, 99]\). A deadline \( \mathcal{D} = 2.5 \) was set. The computed metrics were the makespan and monetary costs of the resulting schedule, and the number of times each algorithm produced a schedule with makespan satisfying the deadline (number of solutions found).

Table I shows the number of executions that found solutions within the established deadline for each algorithm, PCH (in the
private cloud), HCOC, and MDP, and for the DAGs Montage
(M), LIGO (L), and AIRSN (A), using the four defined net-
work configurations. For HCOC and MDP, it is shown the total
number of solutions found by the algorithms, and the number
of solutions found excluding instances which PCH was able
to find a solution in the private cloud (excluding PCH sols.).
We observe that the larger the inter-cloud bandwidth is, the
higher is the number of solutions found by HCOC and MDP,
which attests the importance of the inter-cloud bandwidth for
the workflow execution in hybrid clouds. Moreover, HCOC
found more solutions than did MDP. In most of the cases,
instances for which MDP found a solution were also found
by the PCH, i.e., a small number of solutions were produced
by MDP besides the solutions given by PCH.

Figure 3 presents the number of disqualified solutions,
I.e., the number of solutions given by MDP and HCOC
that met the deadline when assuming precise input data,
but had their makespan increased beyond the deadline after
the probabilistic error in the bandwidth was introduced. It is
evident that uncertainties in the available bandwidth value
impact the solutions found by both algorithms. Assuming
precision of the input data can yield to a negative impact on
the makespan. For example, a 60% uncertainty level of the
available bandwidth value when using to schedule MDP the
LIGO DAG disqualifies 78% of the 1472 solutions initially
found, while when using the HCOC for the same uncertainty
disqualifies only 19% of the 1989 solutions found.

Average costs, excluding PCH solutions in the private cloud,
for different inter-cloud link capacities are shown in Figure 4.
The impact of the imprecise values on costs is presented for all
different bandwidth values between private and public clouds
reaching the highest values when the the inter-cloud bandwidth
is set to 10 Mbps (for HCOC) and 5 Mbps (for MDP) for an
uncertainty level of 99%.

Results showed that the imprecise input on the avail-
able bandwidth to the scheduler can significantly affect the
makespan and the cost. Such error impacts the number of
solutions that meet the deadline and the users’ budget, empha-
sizing the importance of the development of uncertainty-aware
schedulers for clouds.

Both MDP and HCOC algorithms, as many other scheduling
algorithms in the literature, are strongly based on the premise
that input data is precise and all the decision-making process
is based on this input data. To mitigate this negative impact,
algorithms could consider as input data for each parameter a
probability distribution, avoiding reactive approaches such as
dynamic scheduling, reducing intrusion and overhead.

V. CONCLUSION

The precision of input data provided to the scheduler is
essential to the effectiveness of the schedule generated by the
scheduling algorithm. However, in clouds such precise data is
hard to obtain due to a series of reasons, including: (i) concu-
rency in communication channels enlarges the makespans and
costs; and (ii) lack of knowledge on the infrastructure such as
network topology in public clouds.

Results obtained from simulations showed the relevance
of precise input data, and that the generated schedule is
negatively influenced by imprecise bandwidth estimations. As
a consequence, deadline violation, long makespan, and high
costs are common. Indeed, the study in this paper evinces
the importance of developing scheduling algorithms which
consider the quality of information in hybrid clouds

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUMBER OF SOLUTIONS FOUND WITHIN THE DEADLINE FOR DAGS MONTAGE (M), LIGO (L), AND AIRSN (A).</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>(M)</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>PCH</td>
</tr>
<tr>
<td>HCOC</td>
</tr>
<tr>
<td>HCOC / excluding PCH sols.</td>
</tr>
<tr>
<td>MDP</td>
</tr>
<tr>
<td>MDP / excluding PCH sols.</td>
</tr>
</tbody>
</table>

Fig. 3. Number of deteriorated solutions after the introduction of uncertainty.
Fig. 4. HCOC and MDP average cost for Montage and four different inter-cloud link configurations, excluding PCH solutions in the private cloud.

As future work, we consider the development of scheduling algorithms that receive a range of probable values for each input parameter rather than a single value.
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